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Particle physics is driven by the belief that: 

… are driven and described by the same microscopic forces 
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Here is the particle physicist’s picture of the world: 

It is all about the desert; what is it – what’s its nature? 

Is it merely a desert? Or an oasis? Or perhaps a jungle? 
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There are several important problems that are in the realm of particle physics: 

Ex: Confinement:  

Proof: The LHC 

CMS; 11-003 

ü  An outstanding problem. 

ü  Yet we know how to go around it  
    and keep making progress. 
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The Dark Matter Problem 

The famous galactic rotation 
curves problem: 

Dramatic departure from the  
expectation based on Newtonian dynamics 

Especially after WMAP it became clear that: 

Fritz Zwicky ‘1933 
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Why did I bring Dark Matter into this discussion? 

 
ü  It has to have some microscopic explanation 

ü  (more subtle) If there is a jungle of particles in the desert, then such new physics  
    offers Dark Matter candidates. 

In a way, conceptually, New Physics implies a resolution to the dark matter problem. 

We should view the absence of bSM physics at the LHC, if it comes to that, 
as a strong guide for understanding the mystery of Dark Matter 

Dark matter is a different story:  
 

ü  We do not know how to solve it  
ü  And we do not know how to circumvent it … 

The opposite is not quite true:  
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The modern physics at particle accelerators 
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We have had great successes at accelerator-based physics in the recent past 

Discovered Higgs boson:  

… established the CKM paradigm: 

•  The apparent success of the SM can hardly by overstated.  
•  Yet, there is much more to do! 

40 years of tireless scrutiny: no deviation from the SM so far 



QCD at LHC: theory developments                                                 Alexander Mitov                                                            INRNE, Sofia, 10 March 2016 

The role of QCD at Colliders (LHC) 

•  QCD is everywhere (we collide hadrons, we measure hadrons; strong coupling is largest in SM) 

•  How QCD helps: 

•  Increases the accuracy of SM predictions for signals that we care about 

•  Higgs 

•  PDF’s and αS 

•  Vector bosons 

•  Jets 

•  Top quarks (incl. results on top quark mass) 

•  QCD and BSM searches 

•  For the QCD aficionados (and, yes, there are many of them) 

•  LO is long dead, live NLO! (despite the fact that I’ll focus on NNLO) 
 
•  Parton showers, resummation and all that 
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Lifting the accuracy of SM predictions 



Cross Sections at the LHC

– p. 5
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Here is the big picture 

•  LHC Run I: impressively broad agreement with SM! 
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Higgs 

•  LHC Run I discovered the Higgs and established it is SM-like 

Fit	results:	tree-level	couplings	

ZPW	2016	 G.	Petrucciani	(CERN)	 19	

•  Fit	assuming	only	

SM	particles:	

–  Resolve	e.g.	σ(ggH),	
H�γγ	as	function	of	

the	tree-level	κ’s		

–  Γ
tot
	=	Σ	Γ

SM
(κ)

	

•  Display	couplings	
vs	particle	mass	

–  For	W’s	&	Z’s,	use		

√κ
V
		instead	of	κ

V
	to	

keep	it	prop.	to	m
V	

–  H	�	μμ	included:	

κ
μ
	~	O(1)	is	already	a	

non-trivial	result	

Higgs couplings, assuming SM: 

Mass:	numbers	

ZPW	2016	 G.	Petrucciani	(CERN)	 28	

Higgs mass measurements (2 channels): 
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Higgs 

•  We want to know as much as possible about the Higgs. This means precise SM predictions to 
compare with experiment. 

•  Most pressing question: the uncertainty of the total cross-section 

•  It necessitated the calculation of the N3LO correction (a first for hadron colliders!) 

Anastasiou, Dulat, Duhr, Furlan, Gehrmann, Herzog, Lazopoulos, Mistlberger ‘15 
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carefully analyse the residual uncertainty associated to all of these contributions. In this

way we obtain the most precise theoretical prediction for the Higgs production cross section

available to date.

We conclude this section by summarizing, for later convenience, the default numerical

values of the input parameters used in our numerical studies, as well as concrete choices

for PDFs and quark mass schemes. In particular, we investigate three di↵erent setups,

which are summarized in Tab. 1–3. Note that we use NNLO PDFs even when we refer

to lower order terms of the cross section, unless stated otherwise. The values for the

quark masses used are in accordance with the recommendations of the Higgs Cross Section

Working Group [82], wherein the top quark mass was selected to facilitate comparisons

with existing experimental analyses at LHC, Run 11.

Table 1: Setup 1

p
S 13TeV

mh 125GeV
PDF PDF4LHC15 nnlo 100

as(mZ) 0.118
mt(mt) 162.7 (MS)
mb(mb) 4.18 (MS)

mc(3GeV ) 0.986 (MS)
µ = µR = µF 62.5 (= mh/2)

Table 2: Setup 2

p
S 13TeV

mh 125GeV
PDF PDF4LHC15 nnlo 100

as(mZ) 0.118
mt 172.5 (OS)
mb 4.92 (OS)
mc 1.67 (OS)

µ = µR = µF 62.5 (= mh/2)

Table 3: Setup 3

p
S 13TeV

mh 125GeV
PDF abm12lhc 5 nnlo

as(mZ) 0.113
mt(mt) 162.7 (MS)
mb(mb) 4.18 (MS)

mc(3GeV ) 0.986 (MS)
µ = µR = µF 62.5 (= mh/2)

3. The cross-section through N3LO in the infinite top-quark limit

3.1 The partonic cross section at N3LO in the heavy-top limit

In this section we discuss the contribution �̂ij,EFT in eq. (2.4) from the e↵ective theory

where the top quark is infinitely heavy. This contribution can be expanded into a pertur-

bative series in the strong coupling constant,

�̂ij,EFT

z
=

⇡ |C|2
8V

1X

n=0

⌘(n)ij (z) ans , (3.1)

where V ⌘ N2
c � 1 is the number of adjoint SU(Nc) colours, as ⌘ ↵s/⇡ denotes the strong

coupling constant evaluated at a scale µ and C is the Wilson coe�cient introduced in

eq. (2.5), which admits itself a perturbative expansion in the strong coupling [17, 18, 19],

C = a2s

1X

n=0

Cn a
n
s . (3.2)

Here both the coe�cients Cn and the strong coupling are functions of a common scale µ.

At LO in as only the gluon-gluon initial state contributes, and we have

⌘(0)ij (z) = �ig �jg �(1� z) . (3.3)

1Note that the current world average mOS
t = 173.2 is within the recommended uncertainty of 1GeV

from the proposed mOS
t = 172.5 that we use here.

– 6 –

Total cross-section in 
the large mt limit 

Claude Duhr, Zurich Workshop 2016  

Higgs production at the LHC
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Higgs 

Claude Duhr, Zurich Workshop 2016  

Summary

48.48
±0.90pb ±1.26pb 

pb
         pb ±0.12 

pb
±0.56 

pb
±0.48 

pb
±0.34 

pb
±0.48 

pb±1.86% ±2.60%         % ±0.25% ±1.15% ±1.00% ±0.70% ±1.00%

�[pb] �PDF �↵s �scale �trunc �PDF-TH �EW �tb �1/mt

+0.09
�1.11

+0.2
�2.3

• Scale choice

•          and     are computed using the PDF4LHC recommendation.

• We have also considered parametric uncertainties on quark 
masses, and change of renormalisation scheme.

µF = µR 2 [mH/4,mH ]

�PDF �↵s

➡ Negligible.

• We do not include threshold resummation effects.
➡ Captured in N3LO scale variation.

• Combination of errors:
➡ PDF and aS in quadrature.
➡ the rest is added linearly.

•  Total cross-section at N3LO: 

•  Uses NNLO pdf; no N3LO pdf’s available (likely 1% effect) 

•  EW corrections exact at NLO; at mixed QCD-EW included in an EFT approach (gauge bosons 
integrated out into Wilson coefficients) 

•  Quark masses (mt mb) included exactly at NLO. NNLO desirable 

•  Threshold resummation likely not pressing issue anymore. 

•  Basically, at N3LO the Higgs cross-sections starts to look just like the NNLO cross-sections of 
2-to-2 processes (top-pair, for example) 

See also Forte et al ‘14 



Uncertainty	breakdown	

ZPW	2016	 G.	Petrucciani	(CERN)	 13	

SM	H	theo	=	uncertainties	on	inclusive	SM	Higgs	σ	&	BRs	
theo	sig	=	all	other	signal	theory	uncertainties:	acceptance,	jet	bins,	pT,	…	
zero	uncertainty	=	too	small	wrt	numerical	accuracy	of	the	fits.	
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Higgs couplings 

•  Theory errors are subdominant at present but in some cases are close contenders 
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Strong coupling αS 

•  What happened? 
•  Jump in the error from lattice. 
•  Inclusion of ttbar measurement which is in downward fluctuation. 

S. Bethke:   status of as (2016)              ZPW2016                 Zürich, January 6-8, 2016                                                                                     Slide        of 2721

 history of world average of αs
S. Bethke ‘2016  

Preliminary 2016: 



S. Bethke:   status of as (2016)              ZPW2016                 Zürich, January 6-8, 2016                                                                                     Slide        of 2715

(compilation by CMS)

all hadron collider (except ttbar) and HERA results in NLO

αs results from hadron collider data
LEP, PETRA and ttbar in NNLO

LHC and Tevatron results average to: αs(MZ)= 0.1172 ± 0.0059

not shown: ATLAS incl. jet: αs(MZ)= 0.115   ± 0.009 
   ATLAS TEEC: αs(MZ)= 0.1173 + 0.0066 - 0.0028 
   ATLAS ATEEC: αs(MZ)= 0.1195 + 0.0065 - 0.0028
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Strong coupling αS 

•  LHC data provides good access to αS, albeit with larger error.  
•  Allows unprecedented access to running of αS at high scales (TeV) from, for example, jets 

and ttbar. 

S. Bethke ‘2016  
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Parton distribution functions 

•  New generation of global PDF sets available: CT14, NNPDF3.0 and MMHT14. 
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gg luminosity now almost perfect agreement for “global” sets.

ZPW2016 – January 2016 31

•  They are compatible with the PDF4LHC recommendation and their fluxes are rather similar. 

•  Some other sets differ (see above). 

•  Essential improvements are expected once LHC top differential calculations (NNLO now 
available) as well as jet calculations (NNLO to appear soon) are included. 

 

Comparison of PDF luminosities
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Parton distribution functions 

•  New combination set: PDF4LHC15: 

•  Provides both MC and Hessian sets with varying number of members 

See arXiv:1510.03865 
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Figure 8: Comparison of the MC900 PDFs with the sets that enter the combination: CT14, MMHT14
and NNPDF3.0 at NNLO. We show the gluon and the up, anti-down and strange quarks at Q = 100
GeV. Results are normalized to the central value of MC900.

as follows:
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with qmmht, qct and qnnpdf the corresponding central values of the MMHT14, CT14 and
NNPDF3.0 sets for those specific values of ↵

s

(m2

Z

). We have verified that other possible ways
of constructing these sets (such as di↵erent interpolation options) do not change the result in
any appreciable way.

26
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Parton distribution functions 

•  Sets with EW corrections available (NNPDF2.3): makes possible the consistent calculation of 
mixed EW-QCD corrections up to NNLO in QCD. 

•  Soft-gluon resummation’s effect on pdf studied (NNPDF3.0) in NNLO with DIS, DY and top 
data  Effect of resummation in cross section much more important than in

PDFs for �(gg ! h).

ZPW2016 – January 2016 12

•  For the SM Higgs, what matters is the resummation in the Higgs partonic cross-section; 
resummation in PDF is insignificant. 

See arXiv:arXiv:1507.01006 
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From Higgs, to Higgs + jets, to Higgs decays (VV+jets) 
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Higgs + 1 jet at NNLO 

•  Studied extensively by several groups (large mt limit) 

Boughezal, Caola, Melnikov, Petriello, Schulze ‘13 
Chen, Gehrmann, Jaquier, Glover ‘14  
Boughezal, Focke, Giele, Liu, Petriello ‘15 
Caola, Melnikov, Schulze ‘15 

•  Moreover the Higgs boson has been decayed:  
•  H+j à γγ+j  
•  H+j→WW +j→eμνν+j 

•  Such calculations allow for precise predictions that directly match the experimental setup (and 
are thus very useful) 

See arXiv:1508.02684 
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Higgs + up to 3 jets at NLO 

•  Very significant NLO corrections. Great reduction in theoretical uncertainty 

Cullen et al (GOSAM) 1307.4737 

From 1506.01016 



Introduction

Up to some time ago, complete NNLO predictions existed only for 
diphoton production S.Catani, L.Cieri, D.de Florian,,G.Ferrera, MG (2011)
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This calculation allowed to resolve discrepancies in the comparison to data
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VV (vector boson pair) production at NNLO 

•  Vector boson pair production is motivated:  
•  an alternative to/decay of Higgs boson 
•  in its own right 

•  Thus all precision requirements for Higgs production are directly translated into VV. 

•  Tremendous progress has been achieved so far: since VV is a colorless final state, one can 
compute NNLO QCD corrections with effectively NLO methods 

•  By now all relevant combinations of pairs of W,Z and γ are known to NNLO 
 
•  These were some of the early 2-to-2 NNLO calculations and showed surprisingly large NNLO 

corrections that were essential for finding agreement with data! (especially γγ). 

Catani, Grazzini ‘07 

Introduction

Up to some time ago, complete NNLO predictions existed only for 
diphoton production S.Catani, L.Cieri, D.de Florian,,G.Ferrera, MG (2011)
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Catani, Cieri, de Florian, Ferreraeta, Grazzini  ‘11 
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ZZ production with Z decay 

•  Improved Δφ distribution 

•  Data cannot discriminate the lepton PT yet but the NNLO K-factor has significant shape. 

Kallweit, Rathlev, Grazzini ‘15 

Status of diboson production in NNLO QCD Dirk Rathlev
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Figure 3: The leading-lepton pT (left) and the ∆φ (right) distributions at NLO and NNLO compared

to the CMS data. In the lower panels the ratio of our theoretical results over the data, and the

NNLO result normalized to the central NLO prediction are presented. The bands correspond to

scale variations as described in the text.

duction of 4 leptons at the LHC. While the relative size of the NNLO effects is similar to the one
found in the on-shell computation, taking off-shell effects and the decay into account allowed for
the first time to apply realistic selection cuts and to perform a direct comparison with measured
fiducial cross sections and distributions.

The present study represents one of the first applications of the numerical program MATRIX,
which is able to compute NNLO QCD corrections and to perform transverse-momentum resum-
mation up to next-to-next-to-leading logarithmic accuracy for a wide class of processes relevant at
the LHC.
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ZZ production with Z decay 

•  Fiducial cross-section: 

•  Curiously, the NNLO corrections significantly improve agreement with ATLAS but the same 
flavor channels seems to go away from data … 

•  However experimental errors are large but this will change at 13 TeV 

Kallweit, Rathlev, Grazzini ‘15 

Status of diboson production in NNLO QCD Dirk Rathlev

varying both scales up and down by a factor of two, where we exclude the antipodal variations to
avoid large logarithms of µR/µF .

We consider two benchmark scenarios. The first is given by the ATLAS ZZ analysis at 8 TeV
presented in Ref. [19]. The three decay channels e+e−e+e−, µ+µ−µ+µ−, and e+e−µ+µ− are
considered separately. The ATLAS analysis employs an invariant mass cut of 66 GeV ≤mll ≤ 116
GeV on the reconstructed Z bosons. The pairing ambiguity in the equal-flavor cases is resolved
by choosing the pairing which minimizes the sum of the absolute differences between the recon-
structed invariant masses and the physical Z mass. The lepton cuts do not discriminate between
electrons and muons and read pT ≥ 7 GeV and |η | ≤ 2.7. The lepton isolation requirement is
given by ∆R(l, l′) > 0.2 for any lepton pair in the final state. Note that this cut is necessary in the
equal-flavor case to obtain an infrared safe cross section definition.

The predicted fiducial cross sections and the measured cross sections from ATLAS are reported
in Tab. 1. Consistently with the size of the higher-order corrections in the case of on-shell ZZ
production [13], the NNLO effects amount to a correction of about 15% compared to the NLO
cross sections. The gluon-fusion channel opening up at O(α2S ) contributes around 60% of the
NNLO corrections, the rest coming from corrections to the qq̄ channel. The scale uncertainties,
which stay at the ±3% level at NNLO, are also dominated by the gluon-fusion contribution. We
note that in the meantime, first results for the NLO corrections to the gluon-fusion channel have
appeared in Ref. [20], indicating sizeable corrections to this channel at O(α3S ).

Comparing with the experimentally measured cross sections from ATLAS, we note that the
inclusion of the full NNLO corrections improves the agreement with data slightly in the different-
flavor case, but leads to predicted cross sections that slightly overshoot the data in the same-flavor
channels. We note, however, that the experimental uncertainties are still relatively large and all
NNLO predictions are consistent with data at the 1σ level.

Channel σLO (fb) σNLO (fb) σNNLO (fb) σexp (fb)

e+e−e+e−
3.547(1)+2.9%−3.9% 5.047(1)+2.8%−2.3% 5.79(2)+3.4%−2.6%

4.6+0.8−0.7(stat)
+0.4
−0.4(syst.)

+0.1
−0.1(lumi.)

µ+µ−µ+µ− 5.0+0.6−0.5(stat)
+0.2
−0.2(syst.)

+0.2
−0.2(lumi.)

e+e−µ+µ− 6.950(1)+2.9%−3.9% 9.864(2)+2.8%−2.3% 11.31(2)+3.2%−2.5% 11.1+1.0−0.9(stat)
+0.5
−0.5(syst.)

+0.3
−0.3(lumi.)

Table 1: Fiducial cross sections and scale uncertainties at 8 TeV for ATLAS cuts at LO, NLO, and
NNLO in the three considered leptonic decay channels. The ATLAS data are also shown.

In the meantime, a first analysis of ZZ production at 13 TeV has been presented by ATLAS in
Ref. [21]. The fiducial cuts are the same as in the 8 TeV analysis, except for the minimum lepton
transverse momentum, which has been increased to pT ≥ 20 GeV. Tab. 2 shows the theoretical
predictions at 13 TeV, for which now CT10 PDF sets [22] and a dynamical scale µR = µF =

mZZ/2 have been used. At the moment, the experimental precision is severely limited by statistics.
However, in general the NNLO predictions are in very good agreement with data.

We now move on to our second benchmark setup, based on the CMS analysis at 8 TeV in
Ref. [23]. The fiducial cuts used by CMS differentiate between electrons and muons and read as

4
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Channel σLO (fb) σNLO (fb) σNNLO (fb) σexp (fb)

e+e−e+e−
5.007(1)+4%−5% 6.157(1)+2%−2% 7.14(2)+2%−2%

8.4+2.4−2.0(stat)
+0.4
−0.2(syst.)

+0.5
−0.3(lumi.)

µ+µ−µ+µ− 6.8+1.8−1.5(stat)
+0.3
−0.3(syst.)

+0.4
−0.3(lumi.)

e+e−µ+µ− 9.906(1)+4%−5% 12.171(2)+2%−2% 14.19(2)+2%−2% 14.7+2.9−2.5(stat)
+0.6
−0.4(syst.)

+0.9
−0.6(lumi.)

Table 2: Fiducial cross sections and scale uncertainties at 13 TeV for ATLAS cuts at LO, NLO,
and NNLO in the three considered leptonic decay channels. The ATLAS data are also shown.

follows: the muons are required to fulfill pµT > 5 GeV, |ηµ |< 2.4, while the electrons are required to
fulfill peT > 7 GeV, |ηe|< 2.5. In addition, the leading- and subleading-lepton transverse momenta
must satisfy pl,1T > 20 GeV and pl,2T > 10 GeV, respectively. The pairing ambiguity is resolved by
choosing the same-flavor opposite-sign lepton pair whose invariant mass is closest to the Z mass as
the first, and the remaining pair as the second reconstructed Z boson. The invariant masses of both
reconstructed Z bosons are required to satisfy 60 GeV≤mll ≤ 120 GeV. In the case of equal-flavor
leptons in the final state, an additional cut is needed to render the fiducial cross section infrared
finite. Instead of the ∆R(l, l′) cut used by ATLAS, CMS employs a lower cut on the invariant mass
of any lepton pair in the final state, mll > 4 GeV.

We compute the theoretical uncertainties as above. The predicted fiducial cross sections are
reported in Tab. 3. We note that the relative impact of the NNLO corrections is very similar to
the one found with ATLAS cuts. Also the scale uncertainties are very similar to those reported in
Tab. 1.

Channel σLO (fb) σNLO (fb) σNNLO (fb)

e+e−e+e− 3.149(1)+3.0%−4.0% 4.493(1)+2.8%−2.3% 5.16(1)+3.3%−2.6%

µ+µ−µ+µ− 2.973(1)+3.1%−4.1% 4.255(1)+2.8%−2.3% 4.90(1)+3.4%−2.6%

e+e−µ+µ− 6.179(1)+3.1%−4.0% 8.822(1)+2.8%−2.3% 10.15(2)+3.3%−2.6%

Table 3: Fiducial cross sections and scale uncertainties at 8 TeV for CMS cuts at LO, NLO, and
NNLO in the three considered leptonic decay channels.

While the CMS analysis does not report the measured fiducial cross sections, it does provide a
number of normalized distributions, with which we can compare our theoretical predictions. Fig. 2
shows the invariant-mass distribution of the four-lepton system. While the agreement between data
and theory is generally good, the experimental uncertainties are still relatively large. In addition,
normalizing the distribution by the fiducial cross section cancels out a significant part of the NNLO
corrections, in particular in the peak region, where the cross section is measured most precisely.
The lower panel in Fig. 2 shows the ratio of the NNLO and the NLO prediction and indicates that
the NNLO corrections have the effect of making the invariant mass distribution slightly softer. This
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WW production at NNLO 
•  Essential for understanding EWSB physics 
•  NNLO correction reduces tension with ATLAS; agrees with CMS 

Gehrmann, Grazzini, Kallweit et al ‘14 
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√
s

TeV σLO σNLO σNNLO σgg→H→WW∗

7 29.52+1.6%
−2.5% 45.16+3.7%

−2.9% 49.04+2.1%
−1.8% 3.25+7.1%

−7.8%

8 35.50+2.4%
−3.5% 54.77+3.7%

−2.9% 59.84+2.2%
−1.9% 4.14+7.2%

−7.8%

13 67.16+5.5%
−6.7% 106.0+4.1%

−3.2% 118.7+2.5%
−2.2% 9.44+7.4%

−7.9%

14 73.74+5.9%
−7.2% 116.7+4.1%

−3.3% 131.3+2.6%
−2.2% 10.64+7.5%

−8.0%

TABLE I. LO, NLO and NNLO cross sections (in picobarn)
for on-shell W+W− production in the 4FNS and reference
results for gg → H → WW ∗ from Ref. [75].

decrease when moving from LO to NLO and NNLO.
Moreover, the NNLO (NLO) corrections turn out to ex-
ceed the scale uncertainty of the NLO (LO) predictions
by up to a factor 3 (34). The fact that LO and NLO
scale variations underestimate higher-order effects can be
attributed to the fact that the gluon–quark and gluon–
gluon induced partonic channels, which yield a sizable
contribution to the W+W− cross section, appear only
beyond LO and NLO, respectively. The NNLO is the
first order at which all partonic channels are contribut-
ing. The NNLO scale dependence, which amounts to
about 3%, can thus be considered a realistic estimate of
the theoretical uncertainty due to missing higher-order
effects.

In Figure 1, theoretical predictions in the 4FNS are
compared to CMS and ATLAS measurements at 7 and
8 TeV [5–8]. For a consistent comparison, our results
for on-shell W+W− production are combined with the
gg → H → WW ∗ cross sections reported in Table I.
It turns out that the inclusion of the NNLO corrections
leads to an excellent description of the data at 7 TeV and
decreases the significance of the observed excess at 8 TeV.
In the lower frame of Figure 1, predictions and scale vari-
ations at NNLO are compared to NLO ones, and also the
individual contribution of the gg → W+W− channel is
shown. Using NNLO parton distributions throughout,
the loop induced gluon fusion contribution is only about
35% of the total NNLO correction.

In the light of the small scale dependence of the 4FNS
NNLO cross section, the ambiguities associated with the
definition of a top-free W+W− cross section and its sen-
sitivity to the choice of the FNS might represent a sig-
nificant source of theoretical uncertainty at NNLO. In
particular, the omission of b-quark emissions in our 4FNS
definition of the W+W− cross section implies potentially
large logarithms of mb in the transition from the 4FNS
to the 5FNS. To quantify this kind of uncertainties, we
study the NNLO W+W− cross section in the 5FNS and
introduce a subtraction of its top contamination that al-
lows for a consistent comparison between the two FNSs.
An optimal definition of W+W− production in the 5FNS
requires maximal suppression of the top resonances in
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FIG. 1. The on-shell W+W− cross section in the 4FNS at

LO (dots), NLO (dashes), NLO+gg (dot dashes) and NNLO

(solid) combined with gg → H → WW ∗ is compared to re-

cent ATLAS and CMS measurements [5–8]. In the lower panel

NNLO and NLO+gg results are normalized to NLO predic-

tions. The bands describe scale variations.

the pp → W+W−b and pp → W+W−bb̄ channels. At
the same time, the cancellation of collinear singularities
associated with massless g → bb̄ splittings requires a suf-
ficient level of inclusiveness. The difficulty of fulfilling
both requirements is clearly illustrated in Figure 2 (left),
where 5FNS predictions are plotted versus a b-jet veto
that rejects b-jets with pT,bjet > pvetoT,bjet over the whole
rapidity range, and are compared to 4FNS results. In
the inclusive limit, pvetoT,bjet → ∞, the higher-order correc-
tions in the 5FNS suffer from a huge top contamination.
At 7 (14) TeV the resulting relative enhancement with
respect to the 4FNS amounts to about 30 (60)% at NLO
and a factor 4 (8) at NNLO. In principle, it can be sup-
pressed through the b-jet veto. However, for natural jet
veto values around 30 GeV the top contamination re-
mains larger than 10% of the W+W− cross section, and
a complete suppression of the top contributions requires
a veto of the order of 1 GeV. Moreover, as pvetoT,bjet → 0,
the (N)NLO cross section does not approach a constant,
but, starting from pvetoT,bjet ∼ 10 GeV, it displays a loga-
rithmic slope due to singularities associated with initial
state g → bb̄ splittings. This sensitivity to the jet-veto
parameters represents a theoretical ambiguity at the sev-
eral percent level, which is inherent in the definition of
top-free W+W− production based on a b-jet veto.

To circumvent this problem we will adopt an alterna-

•  NNLO correction similar in size to Hà WW* 

 
•  Hard to separate WW from top-pair production;  
•  b-jets essential in this: 
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for on-shell W+W− production in the 4FNS and reference
results for gg → H → WW ∗ from Ref. [75].

decrease when moving from LO to NLO and NNLO.
Moreover, the NNLO (NLO) corrections turn out to ex-
ceed the scale uncertainty of the NLO (LO) predictions
by up to a factor 3 (34). The fact that LO and NLO
scale variations underestimate higher-order effects can be
attributed to the fact that the gluon–quark and gluon–
gluon induced partonic channels, which yield a sizable
contribution to the W+W− cross section, appear only
beyond LO and NLO, respectively. The NNLO is the
first order at which all partonic channels are contribut-
ing. The NNLO scale dependence, which amounts to
about 3%, can thus be considered a realistic estimate of
the theoretical uncertainty due to missing higher-order
effects.

In Figure 1, theoretical predictions in the 4FNS are
compared to CMS and ATLAS measurements at 7 and
8 TeV [5–8]. For a consistent comparison, our results
for on-shell W+W− production are combined with the
gg → H → WW ∗ cross sections reported in Table I.
It turns out that the inclusion of the NNLO corrections
leads to an excellent description of the data at 7 TeV and
decreases the significance of the observed excess at 8 TeV.
In the lower frame of Figure 1, predictions and scale vari-
ations at NNLO are compared to NLO ones, and also the
individual contribution of the gg → W+W− channel is
shown. Using NNLO parton distributions throughout,
the loop induced gluon fusion contribution is only about
35% of the total NNLO correction.

In the light of the small scale dependence of the 4FNS
NNLO cross section, the ambiguities associated with the
definition of a top-free W+W− cross section and its sen-
sitivity to the choice of the FNS might represent a sig-
nificant source of theoretical uncertainty at NNLO. In
particular, the omission of b-quark emissions in our 4FNS
definition of the W+W− cross section implies potentially
large logarithms of mb in the transition from the 4FNS
to the 5FNS. To quantify this kind of uncertainties, we
study the NNLO W+W− cross section in the 5FNS and
introduce a subtraction of its top contamination that al-
lows for a consistent comparison between the two FNSs.
An optimal definition of W+W− production in the 5FNS
requires maximal suppression of the top resonances in
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the pp → W+W−b and pp → W+W−bb̄ channels. At
the same time, the cancellation of collinear singularities
associated with massless g → bb̄ splittings requires a suf-
ficient level of inclusiveness. The difficulty of fulfilling
both requirements is clearly illustrated in Figure 2 (left),
where 5FNS predictions are plotted versus a b-jet veto
that rejects b-jets with pT,bjet > pvetoT,bjet over the whole
rapidity range, and are compared to 4FNS results. In
the inclusive limit, pvetoT,bjet → ∞, the higher-order correc-
tions in the 5FNS suffer from a huge top contamination.
At 7 (14) TeV the resulting relative enhancement with
respect to the 4FNS amounts to about 30 (60)% at NLO
and a factor 4 (8) at NNLO. In principle, it can be sup-
pressed through the b-jet veto. However, for natural jet
veto values around 30 GeV the top contamination re-
mains larger than 10% of the W+W− cross section, and
a complete suppression of the top contributions requires
a veto of the order of 1 GeV. Moreover, as pvetoT,bjet → 0,
the (N)NLO cross section does not approach a constant,
but, starting from pvetoT,bjet ∼ 10 GeV, it displays a loga-
rithmic slope due to singularities associated with initial
state g → bb̄ splittings. This sensitivity to the jet-veto
parameters represents a theoretical ambiguity at the sev-
eral percent level, which is inherent in the definition of
top-free W+W− production based on a b-jet veto.

To circumvent this problem we will adopt an alterna-
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FIG. 2. The pp → W+W− cross section in the 5FNS at
√
s = 8 TeV is plotted versus a b-jet veto, pT,bjet < pvetoT,bjet,

and compared to results in the 4FNS (which are pvetoT,bjet independent). Full 5FNS results (left plot) are contrasted with top-

subtracted 5FNS predictions (right plot). The relative agreement between 5FNS and 4FNS results is displayed in the lower

frames. Jets are defined using the anti-kT algorithm [39] with R = 0.4, and in order to guarantee the cancellations of final-state

collinear singularities, bb̄ pairs that are recombined by the jet algorithm are not vetoed.

tive definition of the W+W− cross section in the 5FNS,
where resonant top contributions are subtracted along
the lines of Refs. [40, 41] by exploiting their characteris-
tic scaling behaviour in the limit of vanishing top-quark
width. The idea is that doubly (singly) resonant contri-
butions feature a quadratic (linear) dependence on 1/Γt,
while top-free W+W− contributions are not enhanced
at small Γt. Using this scaling property, the tt̄, tW±

and (top-free) W+W− components in the 5FNS are de-
termined from high-statistics evaluations of the 5FNS
cross section at different values of Γt. The 5FNS top-free
W+W− cross section σ5F

WW , defined in this way, is pre-
sented in Figure 2 (right) for

√
s = 8 TeV. Its dependence

on the b-jet veto demonstrates the consistency of the em-
ployed top subtraction: at pvetoT,bjet → 0 we clearly observe
the above-mentioned QCD singularity from initial-state
g → bb̄, while for pvetoT,bjet∼

> 10 GeV, consistently with the

absence of top contamination, σ5F
WW is almost insensitive

to the veto. Thus the inclusive limit of σ5F
WW can be used

as a precise theoretical definition of W+W− production
in the 5FNS, and compared to the 4FNS. The agreement
between the two schemes turns out to be at the level of
1 (2)% at 7 (14) TeV, and this finding puts our NNLO
results and their estimated uncertainty on a firm theo-
retical ground.

In summary, we have presented the first NNLO cal-
culation of the total W+W− production cross section
at the LHC. The W+W− signature is of crucial im-
portance to precision tests of the fundamental structure
of electroweak interactions and provides an important
background in Higgs boson studies and searches for new
physics. Introducing consistent theoretical definitions of
W+W− production in the four and five flavour num-
ber schemes, we have demonstrated that the huge top
contamination of the W+W− signal can be subtracted
without significant loss of theoretical precision. The
NNLO corrections to W+W− production increase from
9% at 7 TeV to 12% at 14 TeV, with an estimated 3%
residual uncertainty from missing contributions beyond
NNLO. Gluon fusion amounts to about 35% of the total
NNLO contribution. The inclusion of the newly com-
puted NNLO corrections provides an excellent descrip-
tion of recent measurements of the W+W− cross section
at 7 TeV and diminishes the significance of an observed
excess at 8 TeV. In the near future more differential stud-
ies at NNLO, including leptonic decays and off-shell ef-
fects, will open the door to high-precision phenomenology
with W+W− final states.
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V+jet production at NNLO 

•  Vector boson production is the absolute classics (think Drell-Yan) at hadron collider 

•  Served as the discovery mode for W and Z bosons in 1983 at SPS 

•  First NNLO corrections to Drell-Yan were computed 25 years ago  

 
•  And differential vector boson production around 10 years ago 

•  V+jet calculation needed in order to have full NNLO accuracy for the V PT spectrum 

•  Recall: precision requirements in vector boson production is very high: it is at the-% level and 
was even proposed as a luminosity monitor for LHC. 

Hamberg, van Neerven, Matsuura ’91 
Harlander, Kilgore ‘02 

Anastasiou, Dixon, Melnikov, Petriello ‘03 
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Z+jet production at NNLO 

•  As expected, impressive impact on the PT distribution of Z-boson 

•  Notice the very high perturbative stability  
    of the fiducial cross-section: 

Gehrmann-De Ridder, Gehrmann, Glover, Huss, Morgan ’15 
Boughezal, Campbell, Ellis, Focke, Giele, Liu, Petriello ‘15 
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space appropriate to Z boson + jet final states. All three
types of contributions are infrared-divergent and only
their sum is finite. While infrared divergences from the
virtual corrections are explicit in the one-loop and two-
loop matrix elements, divergences from unresolved real
radiation become explicit only after phase space integra-
tion. The divergences are regulated using dimensional
regularization, and a variety of methods have been used
for their extraction from the real radiation contributions.
All these methods are based on the isolation of the diver-
gent configurations, which are then integrated over the
phase space and added to the virtual corrections to yield
a finite result: sector decomposition [19], sector-improved
residue subtraction [20], antenna subtraction [21], qT -
subtraction [22] and N-jettiness subtraction [23] have all
been applied successfully in the calculation of NNLO cor-
rections for a range of LHC processes.

In this calculation we employ the antenna subtraction
method [21] in which the real radiation subtraction terms
are constructed from antenna functions. These antenna
functions capture all the unresolved radiation emitted be-
tween a pair of hard radiator partons. For hadron-collider
observables, either hard radiator can be in the initial or
final state, and all unintegrated and integrated antenna
functions were derived in Refs. [24–27]. The cross section
corresponding to an initial partonic state ij is given by,

d�ij,NNLO =

Z

d�3

⇥
d�RR

ij,NNLO � d�S
ij,NNLO

⇤

+

Z

d�2

⇥
d�RV

ij,NNLO � d�T
ij,NNLO

⇤

+

Z

d�1

⇥
d�V V

ij,NNLO � d�U
ij,NNLO

⇤
, (1)

where each of the square brackets is finite and well be-
haved in the infrared singular regions. The construc-
tion of the subtraction terms d�S,T,U

ij,NNLO follows closely
the procedure established for jet production [28] and
Higgs + jet production [29]. Powerful checks of our for-
malism are that (a) the poles in the dimensional regular-
ization parameter ✏ cancel analytically and (b) that the
subtraction terms accurately reproduce the singularity
structure of the real radiation matrix elements.

Using the antenna subtraction method, we have de-
rived the corresponding subtraction terms for all partonic
initial states and all color contributions for Z boson-plus-
jet production through to NNLO and implemented them
in a parton-level event generator. With this program, we
can compute any infrared safe observable related to Z +
jet final states to NNLO accuracy. The Z boson decay to
two charged leptons is included, such that realistic event
selection cuts on the leptonic final state can be applied.
Renormalization and factorization scales can be chosen
(dynamically) on an event-by-event basis.

For our numerical computations, we use the
NNPDF2.3 parton distribution functions [30] with the

corresponding value of ↵s(MZ) = 0.118 at NNLO, and
MZ = 91.1876 GeV. Note that we systematically use
the same set of PDFs and the same value of ↵s(MZ)
for the LO, NLO and NNLO predictions. The fac-
torization and renormalization scales are chosen to be
µ ⌘ µF = µR = MZ , with a theoretical uncertainty esti-
mated by varying the scale choice by a factor in the range
[1/2, 2].
We require that the leptons have pseudorapidity, |⌘`| <

5 and that the dilepton invariant mass is close to the Z

boson mass, 80 GeV < m`` < 100 GeV. Jets are recon-
structed using the anti-kT algorithm [31] with R = 0.5
and are required to have p

jet
T > 30 GeV and |yjet| < 3.

With these cuts, we find that the total cross section at
di↵erent perturbative orders is given by,

�LO = 103.6+7.7
�7.5 pb ,

�NLO = 144.4+9.0
�7.2 pb ,

�NNLO = 140.3+0.0
�1.4 pb (2)

so that the inclusive NNLO corrections amount to a 3%
decrease on the NLO cross section.
More information on the impact of the NNLO QCD

corrections can be gained from di↵erential distributions
in the kinematical variables of the Z boson and the jet.
In the kinematical distributions and ratio plots, the error
band describes the scale variation envelope as described
above, where the denominator in the ratio plots is eval-
uated at fixed central scale, such that the band only re-
flects the variation of the numerator. Figure 2(a) shows
the inclusive leading jet transverse energy distribution in
10 GeV bins. Due to the inclusiveness of the observable,
events with two or three jets with p

jet
T > 30 GeV and

|yjet| < 3 are also included. The relative corrections are
further exposed in Figure 2(b) where we show the ratio,
K = d�(N)NLO(µ)/d�(N)LO(µ = MZ). The band shows
the e↵ect of varying µ in the range [1/2, 2]MZ in the nu-
merator while keeping µ = MZ in the denominator. For
our set of cuts and input parameters, we see that the
NLO corrections increase the cross section by between
30% to 70%. The NNLO corrections are less dependent
on p

jet
T having only a small impact near threshold and

slowly decreasing the cross section relative to NLO as pjetT

increases, leading to a 20% reduction for pjetT =160 GeV.
The variation with the unphysical scales is significantly
reduced as we move from NLO to NNLO.

The rapidity distribution of the leading jet is displayed
in Figure 3. Note that the distribution is restricted by
the requirement that |yjet| < 3. We see that the NLO cor-
rections are typically 35%–40% and relatively flat. The
NNLO corrections reduce the cross section by approxi-
mately 2–3% over the whole range of yjet with a signifi-
cantly reduced scale dependence.

The Z boson pT distribution in inclusive Z + jet pro-
duction is shown in Figure 4 where we observe an inter-
esting structure around p

Z
T ⇠ 30 GeV. This behaviour
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W+jet production at NNLO 

•  Impact of NNLO corrections is significant, just as for Z+jet: 

•  Fiducial cross-section at 1% level ! 

Boughezal, Focke, Liu, Petriello ‘15 

4

merical error on these numbers is at the several-per-mille
level. The cross section shifts by +40% when going from
LO to NLO in perturbation theory, but only by approx-
imately -1% when going from NLO to NNLO. The scale
variation is approximately ±7% at LO and NLO, while at
NNLO it is reduced to the percent level. We note that at
NNLO the largest cross section is obtained for µ = MW ,
leading to the lack of scale variation in the upper direc-
tion in the Table below. The residual theoretical error
is reduced to the percent level at NNLO, and excellent
convergence of the perturbative series is obtained.

pjetT > 30 GeV, |⌘jet| < 2.4

Leading order: 533+39
�38 pb

Next-to-leading order: 797+63
�49 pb

Next-to-next-to-leading order: 787+0
�8 pb

Table I: Fiducial cross sections, defined by pjetT > 30 GeV,
|⌘jet| < 2.4, using CT10 PDFs at each order of perturbation
theory.

In Fig. 2 we show the transverse momentum spectrum
of the leading jet at LO, NLO and NNLO in perturba-
tion theory. The ratios of the NLO cross section over
the LO result, as well as the NNLO cross section over
the NLO one, are shown in the lower inset. The shaded
bands in the upper inset indicate the theoretical errors
at each order estimated by varying the renormalization
and factorization scales by a factor of two around their
central value, as do the shaded regions in the lower inset.
In the lower inset we have shown the results for both
T cut
N = 0.05 GeV and T cut

N = 0.07 GeV, for the scale
choice µ = 2MW , to demonstrate the T cut

N independence
in every bin studied. The NLO corrections are large and
positive for this scale choice, increasing the cross section
by 40% at pjetT = 40 GeV and by nearly a factor of two

at pjetT = 180 GeV. The scale variation at NLO reaches

approximately ±20% for pjetT = 180 GeV. The shift when
going from NLO to NNLO is much more mild, giving only
a percent-level decrease of the cross section that varies
only slightly as pjetT is increased. The scale variation at
NNLO is at the percent level and is nearly invisible on
this plot.

The transverse momentum spectrum of theW -boson is
shown in Fig. 3. The NLO corrections are again 40% for
pWT � 50 GeV with a sizable scale dependence, while the
NNLO corrections are flat in this region and decrease
the cross section by a small amount. The phase-space
region pWT < 30 GeV only opens up at NLO, leading
to a di↵erent pattern of corrections for these transverse
momentum values. The instability of the perturbative
series in the bins closest to the boundary pWT = 30 GeV
is caused by the well-known Sudakov-shoulder e↵ect [29].

Figure 2: The transverse momentum spectrum of the lead-
ing jet at LO, NLO and NNLO in perturbation theory. The
bands indicate the estimated theoretical error. The lower in-
set shows the ratios of the NLO over the LO cross section,
and the NNLO over the NLO cross section. Both shaded
regions in the upper panel and the lower inset indicate the
scale-variation errors. The dashed and solid black lines in the
lower inset respectively show the distribution for T cut

1 = 0.05
GeV and T cut

1 = 0.07 GeV, for the scale choice µ = 2MW .

CONCLUSIONS

We have presented in this manuscript the complete
NNLO calculation of W -boson production in association
with a jet in hadronic collisions. To perform this compu-
tation we have discussed a new subtraction scheme based
on the N -jettiness event-shape variable TN . We have
validated our approach in several ways: when possible
the various components have been cross-checked against
known results in the literature, the necessary cancella-
tion of the logarithmic T cut

N between the phase-space re-
gions TN > T cut

N and TN < T cut
N has been established,

and we have reproduced known results for Higgs pro-
duction in association with a jet at NNLO. The NNLO
corrections to the W+jet process indicate a remarkably
stable perturbative series ready to be used for precision
measurements at the LHC. We will further study the
phenomenological impact of our NNLO result in future
work, including the prediction for the exclusive one-jet
bin, where an intricate interplay between various sources
of higher-order corrections was recently pointed out [30].

We believe that the development of the jettiness-
subtraction represents a significant achievement in the
field of higher-order calculations. For the first time a
subtraction scheme valid for any number of jets has been
introduced that is based on the all-orders resummation of
a physically-observable cross section, and that is straight-
forward to implement in existing frameworks for NLO
calculations. We anticipate that the W+jet process pre-
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Pure QCD beasts: dijets and top-pair production 
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Dijet production towards NNLO 

•  If there is one thing at hadron colliders – that’s a lot of jets! 

•  Measured over a large energy range and over many orders of magnitude 
•  Overall NLO QCD (+EW) agrees with data. 

                                                                                               (Jets are essential in PDF’s) 

•  What we really need is high-precision comparison, in order to: 

•  Search for BSM physics decaying to jets 
•  Provide input to SM: measurement of αS and extraction of PDF’s (including or not jet data 

in pdf’s has been one of the most debated subjects in pdf community) 
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Figure 2. (a) Double-di↵erential inclusive jet cross section measurement from Ref.[2] in comparison to NLO predictions using the
NNPDF2.1 PDF set times the NP correction factor. (b) Ratio of data over theory at NLO times NP correction for the NNPDF2.1 PDF
from Ref. [2]. For comparison predictions employing four other PDF sets are shown in addition to the total experimental systematic
uncertainty (band enclosed by full magenta lines). The error bars correspond to the statistical uncertainty of the data [2].

ties leading to a strong coupling constant determination of
↵S (MZ) = 0.1185 ± 0.0019(exp)+0.0060

�0.0037(theo).
The accuracy of this determination has only been made

possible thanks to the unprecedented experimental preci-
sion of the jet measurements that allow stringent tests of
QCD to be performed. In particular, the large cross section
for jet production at the LHC allows the jet measurements
to be performed in multi-di↵erential form accessing phase
space regions of Q2 and x not covered by previous exper-
iments. In figure 2(a) we show the latest measurements
of the inclusive jet cross section by CMS with a total inte-
grated luminosity of 10.71 f b�1 from 8 TeV proton-proton
collisions. In figure 2(b) a more detailed comparison be-
tween data and NLO theory using di↵erent PDF sets and
non-perturbative corrections included is shown together
with the systematic and statistical data uncertainties. For
this measurement and across the entire pT range the ex-
perimental and theoretical uncertainties are roughly of the
same of size. We can observe that there is an overall good
agreement with the data with the di↵erent PDF sets giving
identical predictions at low pT . However there is a signif-
icant mismatch in the predictions at high pT between all
PDF sets and in this region the precision of the data would
allow to distinguish the di↵erent sets and further constrain
the PDF’s.

The influence of the jet data on parton distribution
functions is also discussed in [1]. Here we review the anal-
ysis performed by the NNPDF collaboration in [4] which
presented recently the NNPDF3.0 set in Ref [4]. The full
set of experimental datapoints included in this set is shown
in figure 3 (a). In particular, it contains inclusive jet data
from ATLAS and CMS, namely the inclusive jet produc-
tion measurements at 7 TeV and also the ATLAS data atp

s=2.76 TeV, with the goal of assessing the gluon distri-
bution in the proton at medium to large values of the mo-
mentum fraction x. This is shown in 3 (b) where the NLO
gluon PDF and its uncertainty obtained from a global fit is
shown in green while the fit plotted in red is the resulting

fit if all jet data are removed from the global dataset. It
is observed [4] that a significant reduction of the gluon
uncertainty and a reliable determination of the gluon is
achieved by keeping the jet data in the dataset. For this
reason and with the aim of making jet data consistently
included in NNLO PDF fits, the perturbative theory calcu-
lation should be avaliable at the same order.

In order to achieve these cutting edge extractions from
the LHC jet data, experimental and theory collaborations
compare their measurements to fixed-order calculations
provided by Monte Carlo event generators that encode the
predictions of QCD. For jet cross sections beyond NLO
the computations are done in the form of a parton-level
generator, which is a numerical program, providing full
kinematical information on parton-level final states to a
given perturbative order. Within the parton-level genera-
tor, the probability for a specific final state to occur is com-
puted by weighting the generated phase space point with
all scattering matrix elements relevant to the final state un-
der consideration.

2 NNLO calculations

Calculations of NNLO corrections have a significant in-
crease in their complexity. An n-jet observable requires
two-loop n-particle matrix elements (double-virtual cor-
rection), one-loop (n+1)-particle matrix elements (real-
virtual correction) and tree-level (n+2)-particle matrix el-
ements (the double-real correction) which contain IR sin-
gularities due to one or two particles becoming unresolved
(soft and collinear) in tree- level and one-loop matrix ele-
ments.

For this reason, successful computations with exact
NNLO accuracy in fully di↵erential form for hadron col-
lider observables have been achieved only for very spe-
cific processes, with the bottleneck for tackling the real-
radiation contribution of a generic process being the ab-
sence of a general method to extract implicit infrared
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Figure 3. (a) The kinematical coverage in the (x,Q2) plane of the NNPDF3.0 dataset [4] where the green stars mark the data already
included in NNPDF2.3, while the circles correspond to experiments that are novel in NNPDF3.0. (b) Comparison of the gluon in a fit
to a dataset without jet data and in the global fit at NLO [4].

(IR) poles from real-virtual and double-real contributions
in a fully di↵erential way, i.e., without doing the phase
space integration. However, enormous progress has been
achieved in this direction thanks to extensive work on the
development of subtraction schemes at NNLO, with the
most recent published results being obtained using the
frameworks of antenna subtraction [5], sector decompo-
sition [6], qT subtraction [7], and sector improved residue
subtraction [8], which we briefly review.

The sector decomposition method involves a split of
the matrix elements and the final state phase space into
phase space sectors and the cancellation of IR singularities
is achieved by numerically integrating them. It has been
applied to 2 ! 1 processes (such as pp ! H [9], pp !
V [10]). The qT method is restricted to processes with
colourless final states (pp ! H,V,VH,VV [11]) and ex-
ploits the universality of the resummation of large logarith-
mic corrections at small transverse momentum to regulate
the divergences at NNLO in the small qT limit. Finally the
numerical sector improved residue subtraction approach
combines an initial partitioning of the phase space (in-
spired by the NLO FKS approach [12]) with sector decom-
position to generate sectors at NNLO where the universal
singular structure of the divergences of the process are ex-
plicitly isolated and are then subtracted using their known
explicit form. It has been applied to single top [13] pro-
duction and to the total and di↵erential cross section for
tt̄ quark production [14] and to pp ! H + j [15]. More
recently NNLO QCD corrections for the hadroproduction
of a pair of o↵-shell photons in the limit of a large number
of quark flavours were obtained in [16] using a dedicated
fully factorised parametrisation for the phase space for the
RR and RV contributions based on an extension of the pro-
posal in [17].

In this talk I will discuss the antenna subtraction ap-
proach proposed in [5] for colourless initial states. In this
approach the computation of the NNLO coe�cient is or-
ganised according to three integration channels each iden-
tified by the multiplicity of the final state,

d�̂i j,NNLO =

Z

d�m+2

h
d�̂RR

i j,NNLO � d�̂S
i j,NNLO

i

+

Z

d�m+1

h
d�̂RV

i j,NNLO � d�̂T
i j,NNLO

i

+

Z

d�m

h
d�̂VV

i j,NNLO � d�̂U
i j,NNLO

i
. (2)

For each choice of initial state partons i and j, each
of the square brackets is finite and well behaved in the in-
frared singular regions. In particular all physical IR singu-
larities in the double real contribution and real-virtual are
subtracted from the matrix elements by the contributions
d�̂S ,T

i j,NNLO which have the property that they reproduce the
singularities of the matrix elements of both contributions.
By observing that the structure of the divergences in QCD
matrix elements has a process independent universal form,
single unresolved emission (NLO) and double-unresolved
emission (NNLO) can be described using antenna func-
tions that account for all known possible unresolved con-
figurations and their overlap. The name antenna comes
from organising the subtraction terms using hard particle
pairs (emitters) with unresolved colour ordered particle
radiation emitted in-between. In this way when the nu-
merical integration of each channel is performed over the
singular regions of soft and collinear emission the Monte
Carlo integral is now regulated. The antenna functions
then depend only on the momenta of the emitters and the
unresolved particles and are thus su�ciently simple to al-
low analytic integration of the counterterms d�̂S ,T

i j,NNLO. For
hadron collider observables the required set of antennae
needed includes contributions due to radiative corrections
from partons in the initial state [18]. It is a feature of
the antenna subtraction method that the explicit ✏-poles in
the dimensional regularization parameter of one- and two-
loop matrix elements are cancelled analytically and locally
against the ✏-poles of the integrated antenna subtraction
terms. For hadron collider observables this was achieved
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Dijet production towards NNLO 

•  The expectation is that NNLO QCD (supplemented with EW corrections) will be able to  

     significantly increase the theoretical precision. 

 
•  Expectation is based on several partial NNLO contributions (gg-> gg, qqbar-> gg) 

A number of papers up to 2014:  
Currie, Gehrmann-De Ridder, Gehrmann, Glover, Pires  
 
+ Ongoing Work 

Dittmaier, Huss, Speckner ‘12 

NNLO dijet production Nigel Glover

(a)

(b)

Figure 1: Representative Feynman diagrams at NNLO for (a) gg ! gluons and (b) qq̄ ! gluons.

range making it the second most dominant channel at the LHC. This is not the case at the Tevatron
where qg scattering is the dominant channel at low and moderate pT and the high-pT jet production
is completely dominated by qq̄ scattering. The first steps towards the NNLO corrections for this
process were made in Refs. [10, 11] which computed the purely gluonic contribution to the dijet
cross section, the gg ! gg subprocess. In this contribution, we provide the first numerical results
for the leading colour contribution to the qq̄ ! gg subprocess. The NNLO calculation presented
here describes gluonic jets production in the sense that only gg ! gluons and qq̄ ! gluons matrix
elements are involved.

At NNLO, three types of parton-level processes contribute to jet production: the two-loop
virtual corrections to the basic 2 ! 2 process [12, 13], the one-loop virtual corrections to the single
real radiation 2 ! 3 process [14, 15] and the double real radiation 2 ! 4 process at tree-level [16].
Representative Feynman graphs relevant for gluonic dijet production are shown in Fig. 1.

2. Antenna subtraction and the NNLOJET integrator

It is well known that in QCD, both the virtual and real radiative corrections are peppered with
IR singularities which conspire to mutually cancel to form the finite physical cross section. After
ultraviolet renormalization, the virtual contributions contain explicit infrared singularities, which
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NNLO dijet production Nigel Glover

Jets are identified using the anti-kT algorithm with resolution parameter R = 0.7. Jets are
accepted at central rapidity |y| < 4.4, and ordered in transverse momentum. An event is retained
if the leading jet has pT 1 > 80 GeV. For the dijet invariant mass distribution, a second jet must be
observed with pT 2 > 60 GeV.
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Figure 2: Inclusive jet transverse energy distribution, ds/d pT , for jets constructed with the anti-kT algo-
rithm with R = 0.7 and with pT > 80 GeV, |y| < 4.4 and

p
s = 8 TeV at NNLO (blue), NLO (red) and LO

(dark-green). The lower panel shows the ratios of different perturbative orders, NLO/LO, NNLO/LO and
NNLO/NLO.

All calculations have been carried out with the MSTW08NNLO distribution functions [30],
including the evaluation of the LO and NLO contributions. This choice of parameters allows us to
quantify the size of the genuine NNLO contributions to the parton-level subprocess. Factorization
and renormalization scales (µF and µR) are chosen dynamically on an event-by-event basis. As
default value, we set µF = µR ⌘ µ and set µ equal to the transverse momentum of the leading jet
so that µ = pT 1.

In Fig. 2 we present the inclusive jet cross section for the anti-kT algorithm with R = 0.7 and
with pT > 80 GeV, |y| < 4.4 as a function of the jet pT at LO, NLO and NNLO, for the central
scale choice µ = pT 1. The NNLO/NLO k-factor shows the size of the higher order NNLO effect
to the cross section in each bin with respect to the NLO calculation. For this scale choice we see
that the NNLO/NLO k-factor is approximately flat across the pT range corresponding to a 27-16%
increase compared to the NLO cross section. Note that in the combination of qq̄ ! gg +gg ! gg
channels, the gluon-gluon initiated channel dominates. The NNLO/NLO k-factor for the qq̄ ! gg
channel alone is roughly 5%.

Fig. 3(a) shows the inclusive jet cross section in double-differential form in jet pT and rapidity
bins at NNLO. The pT range is divided into 16 jet-pT bins and seven rapidity intervals over the
range 0.0-4.4 covering central and forward jets. The double-differential k-factors for the distribu-
tion in Fig. 3(a) for three rapidity slices: |y| < 0.3, 0.3 < |y| < 0.8 and 0.8 < |y| < 1.2 are shown

5

Looking forward to the  
complete result! 
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Top-pair production at NNLO 

•  LHC: the top factory 

•  Top discovered at the Tevatron but statistics there was very limited (~1k events) 
•  LHC gets the chance to produce lots of top events (>100k events recorded at Run I) 
•  LHC Run 2 cross-section larger by a factor of 4. 

•  The LHC should, for the first time, study the top completely, all its couplings and 
parameters.  

•  Top is (most) important background for most BSM searches. 

•  Interesting anomalies (top forward-backward asymmetry at the Tevatron) 

•  Important for SM Higgs 

•  So far the only NNLO input for gluon pdf from hadron colliders 

•  Measurement of αS . Top mass is a major input when extending SM towards GUT scales  
 
    (think vacuum stability, Higgs inflation). 
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Top-pair production at NNLO 

•  Impressive agreement for the total cross-section (level of 4-5%) 

ü  Notable: after a month of data 
taking the largest error, by far, is 
the one due to luminosity! 

ü  Cancels in the tt/Z ratio. Excellent 
agreement with NNLO SM.  

Z
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-113 TeV, 78 - 85 pb
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(NNLO QCD, inner uncert.: PDF only)

Figure 5: Measured cross-section ratio Rtt̄/Z compared to NNLO predictions at
p

s = 13 TeV based on the
ABM12LHC, CT10, NNPDF3.0 and MMHT14 PDF sets. The inner shaded band corresponds to the statistical
uncertainty on the measurement, whilst the outer shaded band includes both statistical and systematic uncertainties.
The inner error bars on the predictions correspond to PDF uncertainties only, whilst the outer error bars also include
QCD scale and ↵S uncertainties.

uncertainties rescaled to 68 % CL) is

RCT10nnlo
tt̄/Z = 0.427+0.022

�0.013 (PDF) +0.012
�0.016 (QCD scale) +0.005

�0.004 (↵s) ,

where the third uncertainty corresponds to varying ↵S in the range 0.1180 ± 0.0012. The experimental
result agrees with this prediction, and with those from NNPDF3.0 and MMHT14nnlo68CL, as can be seen
from Figure 5. However, they are only marginally consistent with the prediction using the ABM12LHC
PDF set, which gives a 12 % smaller tt̄ cross-section than CT10. The predictions are made for a fixed
top-quark mass of mt = 172.5 GeV, and vary by ⌥2.7 % for a ±1 GeV change in mt. They also depend onp

s, and would vary by ±1.2 % for a ±1 % change away from the assumed value of
p

s = 13 TeV.

9. Conclusion

The inclusive tt̄ production cross-section is measured using an ATLAS pp collision data sample of 85 pb�1

at
p

s = 13 TeV, in the same-flavour dilepton tt̄ ! `+`�⌫⌫bb̄ and lepton-plus-jets tt̄ ! `+⌫qq̄0bb̄ decay
channels. In the dilepton channel, the numbers of opposite-sign ee and µµ events with one and two
b-tagged jets are counted, allowing a simultaneous determination of the tt̄ cross-section �tt̄ and the prob-
ability to reconstruct and b-tag a jet from a tt̄ decay, ✏``b . Assuming a top-quark mass of mt = 172.5 GeV,
the result is: �tt̄ = 749 ± 57 (stat) ± 79 (syst) ± 74 (lumi) pb.

In the lepton-plus-jets channel, the cross-section is extracted by counting the number of events with
exactly one electron or muon and at least four jets, at least one of which is identified as originating from a
b-quark. Assuming a top-quark mass of mt = 172.5 GeV, the result is: �tt̄ = 817±13 (stat) ±103 (syst) ±
88 (lumi) pb.

22

 Total inclusive cross section at NNLO (+NNLL) 
[Czakon, Fiedler, Mitov; 2013]
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Top-pair production at NNLO 

•  A lot of recent activity:  

•  fully differential NNLO QCD production for stable top quarks at the Tevatron and LHC 

•  This can easily be combined with EW corrections (will be important for TeV scales) 

•  No top decay implemented at NNLO. Understood in principle. This is for the future. 
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Figure 8. The di↵erential distribution d

2
�/d�ydmtt̄ (left) and related di↵erential asymmetry

AFB(mtt̄) (right). Comparison includes SM theory through NNLO QCD and CDF and DØ data. The
end-bins contain overflow events. The error of the theory prediction is derived from scale and pdf
variation.

The comparison between the NNLO theory prediction for AFB and data has already been

discussed in Ref. [10]. Here we will only note the near-perfect agreement of NNLO QCD with

the DØ data (only one of the four bins shows a deviation, which is slightly above 1�) and

that the CDF measurement tends to be higher than NNLO QCD: the two agree in the bin

with smallest mtt̄ while in the other three bins CDF data is above theory by up to about 2�.

As was the case for AFB(|�y|), a compact way for presenting the mtt̄-di↵erential asym-

metry is through its slope. The least-squares linear fit to the QCD prediction, without any

assumption on its behaviour at absolute threshold mtt̄ = 2mt, reads:

AFB(mtt̄) = ↵Mmtt̄ + �M , (4.3)

and the values of the pair of coe�cients ↵M and �M for the central, lowest and highest

predicted values are given in table 1.

In fig. 7(right) we compare the linear fits eq. (4.3) to the central value of AFB, at NLO

and NNLO, with the calculated central AFB bin values. To give a better perspective for the

quality of the linear fit we also show the theoretical error in each bin. We conclude that the

mtt̄ functional dependence of AFB is consistent with being linear in this mtt̄ range.

The CDF collaboration has measured [7] the slope of AFB(mtt̄) and found the value

↵

CDF
M = 1.55 ± 0.48 [10�3GeV�1] which is higher than the NNLO QCD prediction eq. (4.3)

(a direct comparison between the two should be done with caution, however, because the

– 18 –
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FIG. 1: The inclusive asymmetry in pure QCD (black) and
QCD+EW[28] (red). Capital letters (NLO, NNLO) corre-
spond to the unexpanded definition (2), while small letters
(nlo, nnlo) to the definition (3). The CDF/DØ (naive) av-
erage is from Ref. [29]. Error bands are from scale variation
only. Our final prediction corresponds to scenario 10.

ing in eq. (3).] The first definition, eq. (2), uses exact re-
sults in both numerator and denominator of eq. (1), while
the second, eq. (3), is the expansion of the ratio eq. (2) in
powers of αS . (Such an expansion is not, strictly speak-
ing, fully consistent since the αS expansion is performed
after convolution with pdf’s. Nevertheless, following the
existing literature, we consider it as an indication of the
sensitivity of AFB to missing higher order terms.)

In the present letter, we present differential asymme-
tries with the unexpanded definition (2) and without EW
corrections (see figs. 2,3,4). The inclusive asymmetry,
see fig. 1, is computed with both definitions (2) and (3)
including EW corrections. (EW corrections to Di are
neglected since EW effects to the total cross-section are
very small O(1%), see Refs. [57–61].) The numerator
factor NEW is taken from Table 2 in Ref. [28]. (We have
checked that the different pdf and mt used in Ref. [28]
have negligible impact on the QCD numerator N3 and
so we expect the same to hold for NEW.) Only for the
inclusive asymmetry we determine the scale variation by
keeping µR = µF (since the scale dependence of NEW is
published [28] only for µR = µF ). (We have checked that
for the pure QCD corrections to the total asymmetry the
difference with respect to scale uncertainty derived with
µR ̸= µF variation is negligible.) We also note that the
scale variation of AFB is derived from the consistent scale
variation of the ratio, i.e. both numerator and denom-
inator in eqs. (2) and (3) are computed for each scale
value.
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DISCUSSION AND CONCLUSIONS

In fig. 1 we observe that the central values of the ex-
panded (3) and unexpanded (2) definitions of inclusive
AFB differ significantly at NLO but less so at NNLO.
While the unexpanded definition (2) closely resembles
the experimental setup, the consistency of the two def-
initions within uncertainties renders the question about
the more appropriate choice largely irrelevant. We also
note the small scale error for the expanded AFB defini-
tion (3) in pure QCD at both NLO and NNLO, which
appears too small to be realistic. The inclusion of EW
corrections, however, breaks this pattern and brings the
scale dependence in line with the unexpanded definition

NNLO QCD crucial for making sense of  
the top forward-backward asymmetry 

Czakon, Heymes, Fiedler, Mitov ‘15 
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•  Differential distributions at the LHC: important in the context of the “top PT discrepancy” 
 

•  Several qualifications: 

•  Lepton- and jet-based observable appear to be fine. 
•  Top quark-level ones – no so much. 

•  But tops are not measured; they are “inferred” from data using MC’s. 

•  Therefore, any discrepancy between SM top quark predictions and ‘measurements’ are 
testing how well current MC’s describe top production. 

•  Implications are very broad and go much beyond top physics: Higgs, BSM. 
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Figure 9: Normalized differential tt production cross section in the `+jets channels as a function
of the pt

T (top left), the tt rest frame pt⇤
T (top right), and the rapidity yt (bottom left) of the

top quarks or antiquarks, and the difference in the azimuthal angle between the top quark
and the antiquark Df(t,t̄) (bottom right). The data points are placed at the midpoint of the
bins. The inner (outer) error bars indicate the statistical (combined statistical and systematic)
uncertainties. The measurements are compared to predictions from MADGRAPH+PYTHIA6,
POWHEG+PYTHIA6, POWHEG+HERWIG6, MC@NLO+HERWIG6, and to approximate NNLO [16]
calculations, when available. The lower part of each plot shows the ratio of the predictions to
data.
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Figure 12: Normalized differential tt production cross section in the dilepton channels as a
function of the pt

T (top left), the tt rest frame pt⇤
T (top right), and the rapidity yt (bottom left) of

the top quarks or antiquarks, and the difference in the azimuthal angle between the top quark
and the antiquark Df(t,t̄) (bottom right). The data points are placed at the midpoint of the
bins. The inner (outer) error bars indicate the statistical (combined statistical and systematic)
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Top-pair production at NNLO 
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ü  NNLO QCD corrections systematically 

improve the agreement with CMS 
data. 

ü  Agreement with ATLAS (not shown) 
even better.  

ü  NNLO does what one normally 
expects: 

•  Convergence 
•  Decrease of scale error 
•  Pdf error not included 

Cavendish-HEP-15/yy, TTK-15-zz

Top quark pair di↵erential distributions for the LHC

Michal Czakon,1 David Heymes,2 and Alexander Mitov2

1Institut für Theoretische Teilchenphysik und Kosmologie,
RWTH Aachen University, D-52056 Aachen, Germany

2Cavendish Laboratory, University of Cambridge, Cambridge CB3 0HE, UK

We present predictions for top quark pair di↵erential distributions measured at the LHC. Our
result is based on fully di↵erential calculation in NNLO QCD which is exact and complete. Our
results improve the agreement between existing LHC measurements and LHC data thus, hopefully,
helping to alleviate the existing tension between LHC measurements and Standard Model predictions
for the top quark transverse momentum distribution. We note that the invariant mass distribution
is very stable with respect to higher order corrections which makes it well suitable, for example, for
searches for physics beyond the Standard Model.

INTRODUCTION

There is remarkable overall agreement between Stan-
dard Model (SM) predictions for top quark pair produc-
tion and LHC measurements. Measurements of the total
inclusive cross-section at 7 TeV, 8 TeV [1–3] and, since
few months ago, 13 TeV [4, 5] agree well with Next-to-
Next-to Leading Order (NNLO) QCD predictions [6–11].
Di↵erential measurements of final state leptons and jets
are generally well-described by existing NLO QCDMonte
Carlo (MC) generators. Concerning top quark di↵eren-
tial distributions, the description of top quark P

T

has
long been in tension with data [12–14]; see also the latest
di↵erential measurements in the bulk [15] and boosted
top [16] regions. First 13 TeV measurements have just
appeared [17, 18] and they show similar results, i.e. MC
predictions tend to be harder than data.

This so-called top P
T

“discrepancy” has long been a
reason for concern. Since the top quark is not measured
directly, but is inferred from its decay products, any dis-
crepancy between top-quark-level data and SM predic-
tion implies that, potentially, the MC generators used in
unfolding the data may not be accurate enough in their
description of top quark processes. Since the top is a
main background in most searches for physics beyond
the SM (BSM) any discrepancy in the SM top descrip-
tion may potentially a↵ect a broad class of processes at
the LHC, including BSM searches and Higgs physics.

The main “suspects” contributing to such a discrep-
ancy are possible deficiencies in MC event generators and
higher order SM corrections to top-pair production. The
goal of this work is to derive the so-far unknown NNLO
QCD corrections to the top quark P

T

spectrum at the
LHC and establish if these corrections bridge the gap be-
tween LHC measurements, propagated back to top quark
level with current MC event generators, and SM predic-
tions at the level of stable top quarks.

Our calculations are for LHC at 8 TeV. They show
that the NNLO QCD corrections to the top quark P

T

spectrum are significant and must be taken into account
for proper modelling of this observable. The e↵ect of
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FIG. 1: Normalised top/antitop PT distribution vs. CMS
data [15]. NNLO error band from scale variation only.

NNLO QCD corrections is to soften the spectrum and
bring it closer to the 8 TeV CMS data [15].
The rest of this paper is organised as follows...

DETAILS OF THE CALCULATION

Our results are based on a fully di↵erential NNLO
QCD calculation of inclusive top-pair production at the
LHC. Similarly to our earlier Tevatron predictions for the
top-quark forward-backward asymmetry [19] this calcu-
lation is complete and exact, i.e. it includes all partonic
channels contributing at this order in perturbation the-
ory, without any approximation.
With some important modifications which we describe

Top-pair production at NNLO: PT spectrum 

•  Approximate results within the antenna approach have also appeared 
Abelof, Gehrmann-De Ridder, Majer `15 
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ü  The quality of the calculation is high: 

ü  Fine binning 

ü  NNLO does what one normally 
expects: 

•  Convergence 
•  Decrease of scale error 
•  Pdf error not included 

•  Threshold effects can be seen 

•  Note the extreme stability of the 
shape: no change from NLO to 
NNLO (0.5% or so) 

•  An opportunity for searches? 
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Figure 10. NNLO QCD prediction for three di↵erential distributions (in Mtt̄, PT,t and |yt|) with
four pdf sets. Given are the ratios of the CT10, HERA 1.5 and NNPDF 2.3 based predictions with
respect to MSTW2008. For reference also the scale dependence of the MSTW2008 prediction is shown
(red band). For improved visibility, in the lower plots we compare the same predictions with the
available data from the DØ Collaboration [15].
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Figure 11. As in fig. 10 but for the normalised to unity distributions.

and |yt|. Additionally, in the upper plots we present the scale error of the MSTW2008 result,

while in the lower plots we compare with the available data from the DØ collaboration [15].

We observe that the spread among the pdf sets is comparable to the size of the NNLO

scale variation and only the HERA 1.5 prediction lies outside the scale error band. Since in

the kinematic range considered in this work pdf error is (much) smaller than the one due to

– 20 –

ü  Normalized distributions show very small sensitivity to PDF’s 

 
ü  Good news for mtop extractions from differential distributions. 

Top-pair production at NNLO: PDF dependence 
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Top quark mass 

•  Not only is the top mass a fundamental SM parameter. It plays outsize role in extending the 
SM from current collider energies to GUT energies: 

De Simone, Hertzbergy, Wilczek 0812.4946 

Higgs inflation: SM vacuum stability: 

•  The implications to BSM physics are well known. 
•  The notable fact is that 1 GeV change in the top mass completely alters the predictions. 

•  So, how well do we know the top mass anyway?  

Degrassi, Di Vita, Elias-Miro, Espinosa, Giudice, Isidori, Strumia ‘12 



QCD at LHC: theory developments                                                 Alexander Mitov                                                            INRNE, Sofia, 10 March 2016 

Ø  mt = 173.34 ± 0.76 GeV [World Average] 
Ø  mt = 172.04 ± 0.77 GeV [CMS Collaboration] 
Ø  mt = 174.98 ± 0.76 GeV [D0 Collaboration]  

•  Comparable uncertainties; rather different central values! 

Ø  Spread likely due to different theory systematics! Many methods proposed (recent reviews) 

•  Look at the spread across current measurements: 

Top quark mass 

Juste et al arXiv:1310.0799 
Moch et al arXiv:1405.4781 

Kawabata, Shimizu, Sumino, Yokoya ’11-`14 
Frixione, Mitov ‘14 

•  I would single out leptonic observables since they are cleaner and, supposedly, under better 
theory control 

•  Another important issue: how well can we determine the top mass at LHC? 
 

Ø  Current mt error of O(1GeV) could in principle go down even below O(100MeV). 
Therefore, pole mass calculations for the LHC are fine. 

 
•  Finally, what is the ultimate precision on mt one might expect? 
•  50-100MeV from a threshold scan at a linear e+e- collider.  
•  N3LO corrections recently completed 

Beneke, Kiyo, Marquard, Penin, Piclum, Steinhauser `15 
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QCD and BSM 
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•  Not only is QCD important for BSM, but BSM plays great role in developing QCD applications! 

•  AFB: it was a whole saga. But, it was the discrepancy and the interest in it that prompted 
many very deep QCD developments. Whatever the outcome, we do understand QCD/SM much 
better now. 

•  Stop searches (especially stealth stop). Can only be done with high-precision in the SM 
predictions. Again, this example points at the big picture of possibilities! 

Few thoughts on BSM and QCD 

Czakon, Mitov, Papucci, Ruderman, Weiler ’14 
ATLAS ’14 (1406.5375) 
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Czakon, Mangano, Mitov, Rojo ‘13 

“Old” (i.e. usual) and  
“new” (including inclusive NNLO top data) 
gluon pdf at large x: 

… and implied PDF uncertainty due to “old” vs. “new” gluon pdf: 

ü  Improved gluon pdf (from LHC measurements of NNLO top and dijets) has 
    implications to many processes at the LHC. 
 

Ø  Example:  bSM production at large masses 

Few thoughts on BSM and QCD 
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•  Diboson excess: 

•  Understanding better how to search for bumps 

•  Tails of distributions (we are searching for bumps on a smooth background; fine but wat 
is its slope?) 

•  Jets and their structure 

•  Current diphoton excess: 

•  It is a clean signal, which is great. But: 
•  If it is an extra Higgs, it should decay to tops 

•  Why hasn’t it been seen in the Mtt spectrum? 

•  One needs detailed estimate of effects; likely we are talking about O(5%) effect. 

•  With large bins and current errors (even NNLO that just appeared) this is a small 
effect. 

•  One has to devise new strategies for such searches, and this excess (real or not) is 
an excellent motivation. Work underway. 

Few thoughts on BSM and QCD 
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For QCD aficionados:  
 

NLO automation, parton showers 



The NLO automation

MadGraph5_aMC@NLO: sample from 172 processes
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NLO calculations: a sample of full(*) automation 

* ) within reason and some limits … 

Courtesy of M. Grazzini 
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NLO calculations: full(*) automation 
•  NLO calculations have become so advanced and almost fully automated that, really, there is no 

excuse to use LO in serious analyses! 

•  I would mention the aMC@NLO collaboration which has taken the approach of full automation 
+ shower following the extremely successful MC@NLO approach. 

•  NLO automation allows not only QCD but any SM process. In principle these are contained 
now in the aMC@NLO.  

•  Similar developments from the Sherpa+OpenLoops collaboration (see arXiv:1412.5157) 
 
•  The number of high-quality works I can’t cover here is enormous. Let me only mention few:  

•  Denner/Dittmaier et al 
•  The Helac collaboration 
•  GOSAM project 
•  Njet library 
•  BlackHat Collaboration 
•  MCFM 

•  Among the most impressive results ever achieved at NLO is the monstrous tt+jet calculation 
with full off-shell effects and top decay: 
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FIG. 1. Representative Feynman diagrams, involving two (first diagram), one (second diagram) and no top quark reso-
nances (third diagram), contributing to the leading order pp → e+νeµ

−ν̄µbb̄j process at O(α3
sα

4). The last diagram with
a single W boson resonance contributes to the off-shell effects of the W gauge boson.

of Feynman diagrams contributing to the leading or-
der process at O(α3

sα
4) are presented in Figure 1. We

stress here that contributions of the order O(αsα6)
have not been included in our calculations. Full off-
shell top quark effects at NLO have already been con-
sidered in the literature for a simpler process, i.e. top
quark pair production, first in [13, 14], and subse-
quently in [15–18]. Quite recently, a first attempt
to go beyond the NWA for a 2 → 5 processes has
been undertaken in [19], where NLO corrections to
pp → e+νeµ−ν̄µbb̄H have been considered.

Calculation: NLO QCD corrections to pp →
e+νeµ−ν̄µbb̄j have been calculated with the Helac-

Nlo Monte Carlo program [20]. This is the first such
computation with five final states (the decay prod-
ucts of the W ’s are not counted, because they do not
couple to color charged states) carried out within this
framework. We compute the virtual corrections in the
’t Hooft-Veltman version of the dimensional regulari-
sation using Helac-1Loop [21] and CutTools [22],
which are based on the Ossola-Papadopoulos-Pittau
(OPP) reduction technique [23–25]. The most compli-
cated one-loop diagrams in our calculations are hep-
tagons. A number of optimizations have been devised
in the algorithm of Helac-1Loop for the selection of
loop topologies, which discard in advance all possibili-
ties that are not compatible with the SM. This allowed
us to substantially reduce the generation time. The
process under consideration requires a special treat-
ment of unstable top quarks, which is achieved within
the complex mass scheme [26, 27]. At the one loop
level the appearance of a non-zero top quark width in
the propagator requires the evaluation of scalar inte-
grals with complex masses, which is supported by the
OneLOop program, used for the evaluation of the
integrals [28]. For consistency, mass renormalization
for the top quark is also done by applying the complex
mass scheme in the well known on-shell mass counter
term. The preservation of gauge symmetries by this
approach is explicitly checked by studying Ward iden-
tities up to the one loop level. Reweighting tech-

niques, helicity and color sampling methods are ad-
ditionally used in order to optimize the performance
of our system. The singularities from soft or collinear
parton emissions are isolated via subtraction methods
for NLO QCD calculations. Specifically, two inde-
pendent subtraction schemes are employed: the com-
monly used Catani-Seymour dipole subtraction [29–
31], and a fairly new Nagy-Soper subtraction scheme
[32], both implemented in the Helac-Dipoles soft-
ware [31]. The implementation consists of a phase
space integrator of subtracted real radiation and in-
tegrated subtraction terms for massless and massive
cases. The phase space integration is performed with
the multichannel Monte Carlo generator Phegas [33]
and Kaleu [34]. In the latter case, dedicated addi-
tional channels for each subtraction term have been
added for both subtraction schemes to improve the
convergence of the phase space integrals for the sub-
tracted real contribution. Let us also note, that we
have implemented a new option in Helac-Nlo for
automatically selecting the desired perturbative order
in αs and α, preserving at the same time the struc-
ture and the advantages of the Dyson-Schwinger re-
cursive approach for the construction of the ampli-
tude. This modification is particularly useful in the
current project, since we are interested in mixed con-
tributions, i.e. O(α3

sα
4) at LO and O(α4

sα
4) at NLO.

Phenomenological Application: In the fol-
lowing we present our numerical results for pp →
e+νeµ−ν̄µbb̄j + X at the LHC at the center-of-mass
energy of

√
s = 8 TeV. Decays of the weak bosons to

different lepton generations are considered, to avoid
virtual photon singularities arising from γ → ℓ+ℓ− de-
cays. These effects are at the level of 0.5%, as checked
by an explicit LO calculation. The SM parameters are
set to

GF = 1.16637 · 10−5 GeV−2 , mt = 173.3 GeV ,

mW = 80.399 GeV , ΓW = 2.09974 GeV ,

mZ = 91.1876 GeV , ΓZ = 2.50966 GeV ,

Bevilacqua, Hartanto, Kraus, Worek 1509.09242 
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Summary 
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Summary 

•  QCD is the workhorse of LHC physics 

•  Great recent developments allow for unprecedented accuracy and flexibility: 

•  NLO calculations are mature and used everywhere 

•  NLO is now fully included in “event generators” like MC@NLO, POWHEG, Sherpa. 

•  NNLO is now actively developed and very soon all major 2-to-2 processes (which I 
discussed here) will be completed. 

•  For newest results: stay tuned to the Moriond presentations during next 2 weeks. 
 

•  What about the future? 

•  Improved accuracies in all interesting processes. Match/beat experimental precision.  

•  Ultimately, we want to help answer the question: is there New Physics in the TeV range? 

•  People are also thinking about the far future: 

•  Future e+e- collider of some sort (ILC, CLIC, etc) 

•  A future 100 TeV hadron collider (i,.e. much bigger future LHC) 


