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CLUSTER ALGEBRAS: AN INTRODUCTION

LAUREN K. WILLIAMS

To the memory of Andrei Zelevinsky

Abstract. Cluster algebras are commutative rings with a set of distinguished
generators having a remarkable combinatorial structure. They were introduced
by Fomin and Zelevinsky in 2000 in the context of Lie theory, but have since
appeared in many other contexts, from Poisson geometry to triangulations of

surfaces and Teichmüller theory. In this expository paper we give an introduc-
tion to cluster algebras, and illustrate how this framework naturally arises in
Teichmüller theory. We then sketch how the theory of cluster algebras led to
a proof of the Zamolodchikov periodicity conjecture in mathematical physics.
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1. Introduction

Cluster algebras were conceived by Fomin and Zelevinsky [13] in the spring of
2000 as a tool for studying total positivity and dual canonical bases in Lie theory.
However, the theory of cluster algebras has since taken on a life of its own, as
connections and applications have been discovered to diverse areas of mathematics,
including quiver representations, Teichmüller theory, tropical geometry, integrable
systems, and Poisson geometry.

In brief, a cluster algebra A of rank n is a subring of an ambient field F of rational
functions in n variables. Unlike “most” commutative rings, a cluster algebra is not
presented at the outset via a complete set of generators and relations. Instead, from
the initial data of a seed—which includes n distinguished generators called cluster
variables plus an exchange matrix—one uses an iterative procedure called mutation
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2 LAUREN K. WILLIAMS

to produce the rest of the cluster variables. In particular, each new cluster variable
is a rational expression in the initial cluster variables. The cluster algebra is then
defined to be the subring of F generated by all cluster variables.

The set of cluster variables has a remarkable combinatorial structure: this set
is a union of overlapping algebraically independent n-subsets of F called clusters,
which together have the structure of a simplicial complex called the cluster complex.
The clusters are related to each other by birational transformations of the following
kind: for every cluster x and every cluster variable x ∈ x, there is another cluster
x′ = (x− {x}) ∪ {x′} with the new cluster variable x′ determined by an exchange
relation of the form

xx′ = y+M+ + y−M−.

Here y+ and y− lie in a coefficient semifield P, while M+ and M− are monomials
in the elements of x − {x}. In the most general class of cluster algebras there are
two dynamics at play in the exchange relations: that of the monomials, and that of
the coefficients, both of which are encoded in the exchange matrix.

The aim of this article is threefold: to give an elementary introduction to the
theory of cluster algebras; to illustrate how the framework of cluster algebras nat-
urally arises in diverse areas of mathematics, in particular Teichmüller theory; and
to illustrate how the theory of cluster algebras has been an effective tool for solv-
ing outstanding conjectures, in particular the Zamolodchikov periodicity conjecture
from mathematical physics.

To this end in Section 2 we introduce the notion of cluster algebra, beginning
with the simple but somewhat restrictive definition of a cluster algebra defined
by a quiver. After giving a detailed example (the type A cluster algebra and its
realization as the coordinate ring of the Grassmannian Gr2,d), we give a more gen-
eral definition of cluster algebra, in which both the cluster variables and coefficient
variables have their own dynamics.

In Section 3 we explain how cluster algebras had appeared implicitly in Te-
ichmüller theory, long before the introduction of cluster algebras themselves. We
start by associating a cluster algebra to any bordered surface with marked points,
following work of Fock and Goncharov [8], Gekhtman, Shapiro, and Vainshtein [20],
and Fomin, Shapiro, and Thurston [11]. This construction specializes to the type
A example from Section 2 when the surface is a disk with marked points on the
boundary. We then explain how a cluster algebra from a bordered surface is related
to the decorated Teichmüller space of the corresponding cusped surface. Finally, we
briefly discuss the Teichmüller space of a surface with oriented geodesic boundary
and two related spaces of laminations, and how natural coordinate systems on these
spaces are related to cluster algebras.

In Section 4 we discuss the Zamolodchikov periodicity conjecture for Y -systems
[48]. Although this conjecture arose from Zamolodchikov’s study of the thermody-
namic Bethe ansatz in mathematical physics, Fomin and Zelevinsky realized that it
could be reformulated in terms of the dynamics of coefficient variables in a cluster
algebra [15]. We then discuss how Fomin and Zelevinsky used fundamental struc-
tural results for finite type cluster algebras to prove the periodicity conjecture for
Dynkin diagrams [15], and how Keller used deep results from the categorification of
cluster algebras to prove the corresponding conjecture for pairs of Dynkin diagrams
[29, 30].
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CLUSTER ALGEBRAS: AN INTRODUCTION 3

2. What is a cluster algebra?

In this section we will define the notion of cluster algebra, first introduced by
Fomin and Zelevinsky in [13]. For the purpose of acquainting the reader with
the basic notions, in Section 2.1 we will give the simple but somewhat restrictive
definition of a cluster algebra defined by a quiver, also called a skew-symmetric
cluster algebra of geometric type. We will give a detailed example in Section 2.2,
and then present a more general definition of cluster algebra in Section 2.3.

2.1. Cluster algebras from quivers.

Definition 2.1 (Quiver). A quiver Q is an oriented graph given by a set of vertices
Q0, a set of arrows Q1, and two maps s : Q1 → Q0 and t : Q1 → Q0 taking an
arrow to its source and target, respectively.

A quiver Q is finite if the sets Q0 and Q1 are finite. A loop of a quiver is an
arrow α whose source and target coincide. A 2-cycle of a quiver is a pair of distinct
arrows β and γ such that s(β) = t(γ) and t(β) = s(γ).

Definition 2.2 (Quiver mutation). Let Q be a finite quiver without loops or 2-
cycles. Let k be a vertex of Q. Following [13], we define the mutated quiver μk(Q)
as follows: it has the same set of vertices as Q, and its set of arrows is obtained by
the following procedure:

(1) for each subquiver i → k → j, add a new arrow i → j;
(2) reverse all allows with source or target k;
(3) remove the arrows in a maximal set of pairwise disjoint 2-cycles.

Exercise 2.3. Mutation is an involution, that is, μ2
k(Q) = Q for each vertex k.

Figure 1 shows two quivers which are obtained from each other by mutating at
the vertex 1. We say that two quivers Q and Q′ are mutation equivalent if one can
get from Q to Q′ by a sequence of mutations.

Definition 2.4. Let Q be a finite quiver with no loops or 2-cycles and whose
vertices are labeled 1, 2, . . . ,m. Then we may encodeQ by anm×m skew-symmetric
exchange matrix B(Q) = (bij) where bij = −bji = � whenever there are � arrows
from vertex i to vertex j. We call B(Q) the signed adjacency matrix of the quiver.

Exercise 2.5. Check that when one encodes a quiver Q by a matrix as in Definition
2.4, the matrix B(μk(Q)) = (b′ij) is again an m×m skew-symmetric matrix, whose

1

2 3

4 1

2 3

4

Figure 1. Two mutation-equivalent quivers.
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4 LAUREN K. WILLIAMS

entries are given by the following:

(2.1) b′ij =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

−bij if i = k or j = k;

bij + bikbkj if bik > 0 and bkj > 0;

bij − bikbkj if bik < 0 and bkj < 0;

bij otherwise.

Definition 2.6 (Labeled seeds). Choose m ≥ n positive integers. Let F be an
ambient field of rational functions in n independent variables over Q(xn+1, . . . , xm).
A labeled seed in F is a pair (x, Q), where

• x = (x1, . . . , xm) forms a free generating set for F , and
• Q is a quiver on vertices 1, 2, . . . , n, n+ 1, . . . ,m, whose vertices 1, 2, . . . , n
are called mutable, and whose vertices n+ 1, . . . ,m are called frozen.

We refer to x as the (labeled) extended cluster of a labeled seed (x, Q). The variables
{x1, . . . , xn} are called cluster variables, and the variables c = {xn+1, . . . , xm} are
called frozen or coefficient variables.

Definition 2.7 (Seed mutations). Let (x, Q) be a labeled seed in F , and let k ∈
{1, . . . , n}. The seed mutation μk in direction k transforms (x, Q) into the labeled
seed μk(x, Q) = (x′, μk(Q)), where the cluster x′ = (x′

1, . . . , x
′
m) is defined as

follows: x′
j = xj for j �= k, whereas x′

k ∈ F is determined by the exchange relation

(2.2) x′
k xk =

∏
α∈Q1

s(α)=k

xt(α) +
∏

α∈Q1

t(α)=k

xs(α) .

Remark 2.8. Note that arrows between two frozen vertices of a quiver do not affect
seed mutation (they do not affect the mutated quiver or the exchange relation). For
that reason, one may omit arrows between two frozen vertices. Correspondingly,
when one represents a quiver by a matrix, one often omits the data corresponding
to such arrows. The resulting matrix B is hence an m × n matrix rather than an
m×m one.

Example 2.9. Let Q be the quiver on two vertices 1 and 2 with a single arrow from
1 to 2. Let ((x1, x2), Q) be an initial seed. Then if we perform seed mutations in
directions 1, 2, 1, 2, and 1, we get the sequence of labeled seeds shown in Figure 2.

1 1 222 1

1 2 11 2 2

x1 x2
1+x2
x1

x2
1+x2
x1

1+x1+x2
x1x2

x2 x1
1+x1
x2

x1
1+x1
x2

1+x1+x2
x1x2

μ1 μ2

μ1

μ2μ1

Figure 2. Seeds and seed mutations in type A2.
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CLUSTER ALGEBRAS: AN INTRODUCTION 5

Note that up to relabeling of the vertices of the quiver, the initial seed and final
seed coincide.

Definition 2.10 (Patterns). Consider the n-regular tree Tn whose edges are labeled
by the numbers 1, . . . , n, so that the n edges emanating from each vertex receive
different labels. A cluster pattern is an assignment of a labeled seed Σt = (xt, Qt)
to every vertex t ∈ Tn, such that the seeds assigned to the endpoints of any edge

t k−−− t′ are obtained from each other by the seed mutation in direction k. The

components of xt are written as xt = (x1;t , . . . , xn;t).

Clearly, a cluster pattern is uniquely determined by an arbitrary seed.

Definition 2.11 (Cluster algebra). Given a cluster pattern, we denote

(2.3) X =
⋃
t∈Tn

xt = {xi,t : t ∈ Tn , 1 ≤ i ≤ n} ,

the union of clusters of all the seeds in the pattern. The elements xi,t ∈ X are called
cluster variables. The cluster algebra A associated with a given pattern is the Z[c]-
subalgebra of the ambient field F generated by all cluster variables: A = Z[c][X ].
We denote A = A(x, Q), where (x, Q) is any seed in the underlying cluster pattern.
In this generality, A is called a cluster algebra from a quiver, or a skew-symmetric
cluster algebra of geometric type. We say that A has rank n because each cluster
contains n cluster variables.

2.2. Example: the type A cluster algebra. In this section we will construct a
cluster algebra using the combinatorics of triangulations of a d-gon (a polygon with
d vertices). We will subsequently identify this cluster algebra with the homogeneous
coordinate ring of the Grassmannian Gr2,d of 2-planes in a d-dimensional vector
space.

Definition 2.12 (The quiver Q(T )). Consider a d-gon (d ≥ 3), and choose any
triangulation T . Label the d−3 diagonals of T with the numbers 1, 2, . . . , d−3, and
label the d sides of the polygon by the numbers d−2, d−1, . . . , 2d−3. Put a frozen
vertex at the midpoint of each side of the polygon, and put a mutable vertex at
the midpoint of each diagonal of the polygon. These 2d−3 vertices are the vertices
Q0(T ) of Q(T ); label them according to the labeling of the diagonals and sides of
the polygon. Now within each triangle of T , inscribe a new triangle on the vertices
Q0(T ), whose edges are oriented clockwise. The edges of these inscribed triangles
comprise the set of arrows Q1(T ) of Q(T ).

See the left and middle of Figure 3 for an example of a triangulation T together
with the corresponding quiver Q(T ). The frozen vertices are indicated by hollow
circles and the mutable vertices are indicated by shaded circles. The arrows of the
quiver are indicated by dashed lines.

Definition 2.13 (The cluster algebra associated to a d-gon). Let T be any trian-
gulation of a d-gon, let m = 2d− 3, and let n = d− 3. Set x = (x1, . . . , xm). Then
(x, Q(T )) is a labeled seed and it determines a cluster algebra A(T ) = A(x, Q(T )).

Remark 2.14. The quiver Q(T ) depends on the choice of triangulation T . However,
we will see in Proposition 2.17 that (the isomorphism class of) the cluster algebra
A(T ) does not depend on T , only on the number d.
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Figure 3. A triangulation T of an octagon, the quiver Q(T ), and
the labeling of T by Plücker coordinates.

Definition 2.15 (Flips). Consider a triangulation T which contains a diagonal t.
Within T , the diagonal t is the diagonal of some quadrilateral. Then there is a
new triangulation T ′ which is obtained by replacing the diagonal t with the other
diagonal of that quadrilateral. This local move is called a flip.

Consider the graph whose vertex set is the set of triangulations of a d-gon, with
an edge between two vertices whenever the corresponding triangulations are related
by a flip. It is well known that this flip-graph is connected, and moreover, is the
1-skeleton of a convex polytope called the associahedron. See Figure 4 for a picture
of the flip-graph of the hexagon.

Exercise 2.16. Let T be a triangulation of a polygon, and let T ′ be the new
triangulation obtained from T by flipping the diagonal k. Then the quiver as-
sociated to T ′ is the same as the quiver obtained from Q(T ) by mutating at k:
Q(T ′) = μk(Q(T )).

Proposition 2.17. If T1 and T2 are two triangulations of a d-gon, then the cluster
algebras A(T1) and A(T2) are isomorphic.

Proof. This follows from Exercise 2.16 and the fact that the flip-graph is connected.
�

Since the cluster algebra associated to a triangulation of a d-gon depends only
on d, we will refer to this cluster algebra as Ad−3. We have chosen to index this
cluster algebra by d− 3 because this cluster algebra has rank d− 3.

2.2.1. The homogeneous coordinate ring of the Grassmannian Gr2,d. We now ex-
plain how the cluster algebra associated to a d-gon can be identified with the coor-
dinate ring C[Gr2,d] of (the affine cone over) the Grassmannian Gr2,d of 2-planes
in a d-dimensional vector space.

Recall that the coordinate ring C[Gr2,d] is generated by Plücker coordinates pij
for 1 ≤ i < j ≤ d. The relations among the Plücker coordinates are generated by
the three-term Plücker relations : for any 1 ≤ i < j < k < � ≤ d, one has

(2.4) pikpj� = pijpk� + pi�pjk.

To make the connection with cluster algebras, label the vertices of a d-gon from
1 to d in order around the boundary. Then each side and diagonal of the polygon is
uniquely identified by the labels of its endpoints. Note that the Plücker coordinates
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Figure 4. The exchange graph of the cluster algebra of type A3,
which coincides with the 1-skeleton of the associahedron.

for Gr2,d are in bijection with the set of sides and diagonals of the polygon; see the
right of Figure 3.

By noting that the three-term Plücker relations correspond to exchange relations
in Ad−3, one may verify the following.

Exercise 2.18. The cluster and coefficient variables of Ad−3 are in bijection with
the diagonals and sides of the d-gon, and the clusters are in bijection with trian-
gulations of the d-gon. Moreover the coordinate ring of Gr2,d is isomorphic to the
cluster algebra Ad−3 associated to the d-gon.

kll k

ji i j

Figure 5. A flip in a quadrilateral and the corresponding ex-
change relation pikpj� = pijpk� + pi�pjk.
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8 LAUREN K. WILLIAMS

Remark 2.19. One may generalize this example of the type A cluster algebra in
several ways. First, one may replace Gr2,d by an arbitrary Grassmannian or partial
flag variety. It turns out that the coordinate ring C[Grk,d] of any Grassmannian has
the structure of a cluster algebra [43], and more generally, so does the coordinate
ring of any partial flag variety SLm(C)/P [18]. Second, one may generalize this
example by replacing the d-gon—topologically a disk with d marked points on
the boundary—by an orientable Riemann surface S (with or without boundary)
together with some marked points M on S. One may still consider triangulations
of (S,M), and use the combinatorics of these triangulations to define a cluster
algebra. This cluster algebra is closely related to the decorated Teichmulller space
associated to (S,M). We will take up this theme in Section 3.

2.3. Cluster algebras revisited. We now give a more general definition of cluster
algebra, following [16], in which the coefficient variables have their own dynamics.
In Section 4 we will see that the dynamics of coefficient variables is closely related
to the Zamolodchikov Y -systems.

To define a cluster algebra A, we first choose a semifield (P,⊕, ·), i.e., an abelian
multiplicative group endowed with a binary operation of (auxiliary) addition ⊕
which is commutative, associative, and distributive with respect to the multiplica-
tion in P. The group ring ZP will be used as a ground ring for A. One important
choice for P is the tropical semifield (see Definition 2.20); in this case we say that
the corresponding cluster algebra is of geometric type.

Definition 2.20 (Tropical semifield). Let Trop(u1, . . . , um) be an abelian group,
which is freely generated by the uj ’s and which is written multiplicatively. We
define ⊕ in Trop(u1, . . . , um) by

(2.5)
∏
j

u
aj

j ⊕
∏
j

u
bj
j =

∏
j

u
min(aj ,bj)
j ,

and call (Trop(u1, . . . , um),⊕, ·) a tropical semifield. Note that the group ring of
Trop(u1, . . . , um) is the ring of Laurent polynomials in the variables uj .

As an ambient field for A, we take a field F isomorphic to the field of rational
functions in n independent variables (here n is the rank of A), with coefficients
in QP. Note that the definition of F does not involve the auxiliary addition in P.

Definition 2.21 (Labeled seeds). A labeled seed in F is a triple (x,y, B), where

• x = (x1, . . . , xn) is an n-tuple from F forming a free generating set over
QP, that is, x1, . . . , xn are algebraically independent over QP, and F =
QP(x1, . . . , xn);

• y = (y1, . . . , yn) is an n-tuple from P; and
• B = (bij) is an n×n integer matrix which is skew-symmetrizable, that is,
there exist positive integers d1, . . . , dn such that dibij = −djbij .

We refer to x as the (labeled) cluster of a labeled seed (x,y, B), to the tuple y as
the coefficient tuple, and to the matrix B as the exchange matrix.

We obtain (unlabeled) seeds from labeled seeds by identifying labeled seeds that
differ from each other by simultaneous permutations of the components in x and y,
and of the rows and columns of B.

In what follows, we use the notation [x]+ = max(x, 0).
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CLUSTER ALGEBRAS: AN INTRODUCTION 9

Definition 2.22 (Seed mutations). Let (x,y, B) be a labeled seed in F , and let
k ∈ {1, . . . , n}. The seed mutation μk in direction k transforms (x,y, B) into the
labeled seed μk(x,y, B) = (x′,y′, B′) defined as follows:

• The entries of B′ = (b′ij) are given by

(2.6) b′ij =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

−bij if i = k or j = k;

bij + bikbkj if bik > 0 and bkj > 0;

bij − bikbkj if bik < 0 and bkj < 0;

bij otherwise.

• The coefficient tuple y′ = (y′1, . . . , y
′
n) is given by

(2.7) y′j =

{
y−1
k if j = k;

yjy
[bkj ]+
k (yk ⊕ 1)−bkj if j �= k.

• The cluster x′ = (x′
1, . . . , x

′
n) is given by x′

j = xj for j �= k, whereas x′
k ∈ F

is determined by the exchange relation

(2.8) x′
k =

yk
∏

x
[bik]+
i +

∏
x
[−bik]+
i

(yk ⊕ 1)xk
.

We say that two exchange matrices B and B′ are mutation equivalent if one can
get from B to B′ by a sequence of mutations.

If we forget the cluster variables, then we refer to the resulting seeds and oper-
ation of mutation as Y -seeds and Y -seed mutation.

Definition 2.23 (Y -seed mutations). Let (y, B) be a labeled seed in which we
have omitted the cluster x, and let k ∈ {1, . . . , n}. The Y -seed mutation μk in
direction k transforms (y, B) into the labeled Y -seed μk(y, B) = (y′, B′), where y′

and B′ are as in Definition 2.22.

Definition 2.24 (Patterns). Consider the n-regular tree Tn whose edges are labeled
by the numbers 1, . . . , n, so that the n edges emanating from each vertex receive
different labels. A cluster pattern is an assignment of a labeled seed Σt = (xt,yt, Bt)
to every vertex t ∈ Tn, such that the seeds assigned to the endpoints of any edge

t k−−− t′ are obtained from each other by the seed mutation in direction k. The

components of Σt are written as

(2.9) xt = (x1;t , . . . , xn;t) , yt = (y1;t , . . . , yn;t) , Bt = (btij) .

One may view a cluster pattern as a discrete dynamical system on an n-regular
tree. If we ignore the coefficients (i.e., if we set each coefficient tuple equal to
(1, . . . , 1) and choose a semifield such that 1 ⊕ 1 = 1), then we refer to the evolu-
tion of the cluster variables as cluster dynamics. On the other hand, ignoring the
cluster variables, we refer to the evolution of the coefficient variables as coefficient
dynamics.

Definition 2.25 (Cluster algebra). Given a cluster pattern, we denote

(2.10) X =
⋃
t∈Tn

xt = {xi,t : t ∈ Tn , 1 ≤ i ≤ n} ,
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10 LAUREN K. WILLIAMS

the union of clusters of all the seeds in the pattern. The elements xi,t ∈ X are called
cluster variables. The cluster algebra A associated with a given pattern is the ZP-
subalgebra of the ambient field F generated by all cluster variables: A = ZP[X ].
We denote A = A(x,y, B), where (x,y, B) is any seed in the underlying cluster
pattern.

We now explain the relationship between Definition 2.11—the definition of clus-
ter algebra we gave in Section 2.1—and Definition 2.25. There are two apparent
differences between the definitions. First, in Definition 2.11, the dynamics of mu-
tation was encoded by a quiver, while in Definition 2.25, the dynamics of mutation
was encoded by a skew-symmetrizable matrix B. Clearly if B is not only skew
symmetrizable but also skew symmetric, then B can be regarded as the signed ad-
jacency matrix of a quiver. In that case mutation of B reduces to the mutation of
the corresponding quiver, and the two notions of exchange relation coincide. Sec-
ond, in Definition 2.11, the coefficient variables are “frozen” and do not mutate,
while in Definition 2.25, the coefficient variables yi have a dynamics of their own.
It turns out that if in Definition 2.25 the semifield P is the tropical semifield (and
B is skew symmetric), then Definitions 2.11 and 2.25 are equivalent. This is a
consequence of the following exercise.

Exercise 2.26. Let P = Trop(xn+1, . . . , xm) be the tropical semifield with gen-
erators xn+1, . . . , xm, and consider a cluster algebra as defined in Definition 2.25.
Since the coefficients yj;t at the seed Σt = (xt,yt, Bt) are Laurent monomials in
xn+1, . . . , xm, we may define the integers btij for j ∈ {1, . . . , n} and n < i ≤ m by

yj;t =

m∏
i=n+1

x
btij
i .

This gives a natural way of including the exchange matrix Bt as the principal n×n

submatrix into a larger m× n matrix B̃t = (btij) where 1 ≤ i ≤ m and 1 ≤ j ≤ n,

whose matrix elements btij with i > n encode the coefficients yj = yj;t.
Check that with the above conventions, the exchange relation (2.8) reduces to

the exchange relation (2.2), and that the Y -seed mutation rule (2.7) implies that

the extended exchange matrix B̃t mutates according to (2.1).

2.4. Structural properties of cluster algebras. In this section we will explain
various structural properties of cluster algebras. Throughout this section A will be
an arbitrary cluster algebra as defined in Section 2.3.

From the definitions, it is clear that any cluster variable can be expressed as a
rational function in the variables of an arbitrary cluster. However, the remarkable
Laurent phenomenon, proved in [13, Theorem 3.1], asserts that each such rational
function is actually a Laurent polynomial.

Theorem 2.27 (Laurent phenomenon). The cluster algebra A associated with a
seed Σ = (x,y, B) is contained in the Laurent polynomial ring ZP[x±1], i.e., every
element of A is a Laurent polynomial over ZP in the cluster variables from x =
(x1, . . . , xn).

Let A be a cluster algebra, let Σ be a seed, and let x be a cluster variable
of A. Let [x]AΣ denote the Laurent polynomial which expresses x in terms of the
cluster variables from Σ; it is called the cluster expansion of x in terms of Σ. The

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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longstanding Positivity Conjecture [13] says that the coefficients that appear in
such Laurent polynomials are positive.

Conjecture 2.28 (Positivity Conjecture). For any cluster algebra A, any seed Σ,
and any cluster variable x, the Laurent polynomial [x]AΣ has coefficients which are
nonnegative integer linear combinations of elements in P.

While Conjecture 2.28 is open in general, it has been proved in some special
cases; see for example [2], [37], [38], [5], [24], [31].

One of Fomin and Zelevinsky’s motivations for introducing cluster algebras was
the desire to understand the canonical bases of quantum groups due to Lusztig and
Kashiwara [28,34]. See [19] for some recent results connecting cluster algebras and
canonical bases. Some of the conjectures below, including Conjectures 2.30 and
2.32, are motivated in part by the conjectural connection between cluster algebras
and canonical bases.

Definition 2.29 (Cluster monomial). A cluster monomial in a cluster algebra A
is a monomial in cluster variables, all of which belong to the same cluster.

Conjecture 2.30. Cluster monomials are linearly independent.

The best result to date towards Conjecture 2.30 is the following.

Theorem 2.31 ([3]). In a cluster algebra defined by a quiver, the cluster monomials
are linearly independent.

The following conjecture has long been a part of the cluster algebra folklore, and
it implies both Conjecture 2.28 and Conjecture 2.30.

Conjecture 2.32 (Strong positivity conjecture). Any cluster algebra has an addi-
tive basis B which

• includes the cluster monomials, and
• has nonnegative structure constants, that is, when one writes the product
of any two elements in B in terms of B, the coefficients are positive.

One of the most striking results about cluster algebras is that the classification
of the finite type cluster algebras is parallel to the Cartan–Killing classification of
complex simple Lie algebras. In particular, finite type cluster algebras are classified
by Dynkin diagrams.

Definition 2.33 (Finite type). We say that a cluster algebra is of finite type if it
has finitely many seeds.

It turns out that the classification of finite type cluster algebras is parallel to the
Cartan–Killing classification of complex simple Lie algebras [14]. More specifically,
define the diagram Γ(B) associated to an n×n exchange matrix B to be a weighted
directed graph on nodes v1, . . . , vn, with vi directed towards vj if and only if bij > 0.
In that case, we label this edge by |bijbji|.

Theorem 2.34 ([14, Theorem 1.8]). The cluster algebra A is of finite type if and
only if it has a seed (x,y, B) such that Γ(B) is an orientation of a finite type Dynkin
diagram.

If the conditions of Theorem 2.34 hold, we say that A is of finite type. And in
that case if Γ(B) is an orientation of a Dynkin diagram of type X (here X belongs
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12 LAUREN K. WILLIAMS

to one of the infinite series An, Bn, Cn, Dn, or to one of the exceptional types E6,
E7, E8, F4, G2), we say that the cluster algebra A is of type X.

We define the exchange graph of a cluster algebra to be the graph whose vertices
are the (unlabeled) seeds, and whose edges connect pairs of seeds which are con-
nected by a mutation. When a cluster algebra is of finite type, its exchange graph
has a remarkable combinatorial structure.

Theorem 2.35 ([4]). Let A be a cluster algebra of finite type. Then its exchange
graph is the 1-skeleton of a convex polytope.

When A is a cluster algebra of type A, its exchange graph is the 1-skeleton of
a famous polytope called the associahedron; see Figure 4. Therefore the polytopes
that arise from finite type cluster algebras as in Theorem 2.35 are called generalized
associahedra.

3. Cluster algebras in Teichmüller theory

In this section we will explain how cluster algebras had already appeared implic-
itly in Teichmüller theory, before the introduction of cluster algebras themselves. In
particular, we will associate a cluster algebra to any bordered surface with marked
points, following work of Fock and Goncharov [8], Gekhtman, Shapiro, and Vain-
shtein [20], and Fomin, Shapiro, and Thurston [11]. This construction provides a
natural generalization of the type A cluster algebra from Section 2.2, and realizes
the lambda lengths (also called Penner coordinates) on the decorated Teichmüller
space associated to a cusped surface, which Penner had defined in 1987 [39]. We
will also briefly discuss the Teichmüller space of a surface with oriented geodesic
boundary and related spaces of laminations, and how these spaces are related to
cluster theory. For more details on the Teichmüller and lamination spaces, see [9].

3.1. Surfaces, arcs, and triangulations.

Definition 3.1 (Bordered surface with marked points). Let S be a connected
oriented two-dimensional Riemann surface with (possibly empty) boundary. Fix
a nonempty set M of marked points in the closure of S with at least one marked
point on each boundary component. The pair (S,M) is called a bordered surface
with marked points. Marked points in the interior of S are called punctures.

For technical reasons we require that (S,M) is not a sphere with one, two, or
three punctures; a monogon with zero or one puncture; or a bigon or triangle
without punctures.

Definition 3.2 (Arcs and boundary segments). An arc γ in (S,M) is a curve in
S, considered up to isotopy, such that the following hold: the endpoints of γ are in
M ; γ does not cross itself, except that its endpoints may coincide; except for the
endpoints, γ is disjoint from M and from the boundary of S; and γ does not cut
out an unpunctured monogon or an unpunctured bigon.

A boundary segment is a curve that connects two marked points and lies entirely
on the boundary of S without passing through a third marked point.

Let A(S,M) and B(S,M) denote the sets of arcs and boundary segments in
(S,M). Note that A(S,M) and B(S,M) are disjoint.
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Figure 6. Two triangulations of a once-punctured polygon. The
triangulation at the right contains a self-folded triangle.

Definition 3.3 (Compatibility of arcs, and triangulations). We say that arcs γ and
γ′ are compatible if there exist curves α and α′ isotopic to γ and γ′, such that α
and α′ do not cross. A triangulation is a maximal collection of pairwise compatible
arcs (together with all boundary segments). The arcs of a triangulation cut the
surface into triangles.

There are two types of triangles: triangles that have three distinct sides and
self-folded triangles that have only two. Note that a self-folded triangle consists of
a loop, together with an arc to an enclosed puncture, called a radius ; see Figure 6.

Definition 3.4 (Flips). A flip of a triangulation T replaces a single arc γ ∈ T by
a (unique) arc γ′ �= γ that, together with the remaining arcs in T , forms a new
triangulation.

In Figure 6, the triangulation at the right is obtained from the triangulation at
the left by flipping the arc between the marked points 3 and 5. However, a radius
inside a self-folded triangle in T cannot be flipped (see, e.g., the arc between 1 and
5 at the right).

Proposition 3.5 ([22, 23, 36]). Any two triangulations of a bordered surface are
related by a sequence of flips.

3.2. Decorated Teichmüller space. In this section we assume that the reader
is familiar with some basics of hyperbolic geometry.

Definition 3.6 (Teichmüller space). Let (S,M) be a bordered surface with marked
points. The (cusped) Teichmüller space T (S,M) consists of all complete finite-area
hyperbolic metrics with constant curvature −1 on S \M , with geodesic boundary
at ∂S \M , considered up to Diff0(S,M), diffeomorphisms of S fixing M that are
homotopic to the identity. (Thus there is a cusp at each point of M : points at M
“go off to infinity”, while the area remains bounded.)

For a given hyperbolic metric in T (S,M), each arc can be represented by a unique
geodesic. Since there are cusps at the marked points, such a geodesic segment is
of infinite length. So if we want to measure the “length” of a geodesic arc between
two marked points, we need to renormalize.

To do so, around each cusp p we choose a horocycle, which may be viewed as
the set of points at an equal distance from p. Although the cusp is infinitely far
away from any point in the surface, there is still a well-defined way to compare
the distance to p from two different points in the surface. A horocycle can also be
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α
η θ

γ

α
η θ

γ

δ βδ β

Figure 7. Four points and corresponding horocycles, together
with the arcs forming the geodesics between them, drawn in the
hyperbolic plane. At the left, all lengths �(α), . . . , �(θ) are positive,
but at the right, �(γ) is negative.

characterized as a curve perpendicular to every geodesic to p. See Figure 7 for a
depiction of some points and horocycles drawn in the hyperbolic plane.

The notion of horocycle leads to the following definition.

Definition 3.7 (Decorated Teichmüller space). A point in a decorated Teichmüller

space T̃ (S,M) is a hyperbolic metric as above together with a collection of horocyles
hp, one around each cusp corresponding to a marked point p ∈ M .

One may parameterize decorated Teichmüller space using lambda lengths or Pen-
ner coordinates, as introduced and developed by Penner [39, 40].

Definition 3.8 (Lambda lengths, [40]). Fix σ ∈ T̃ (S,M). Let γ be an arc or a
boundary segment. Let γσ denote the geodesic representative of γ (relative to σ).
Let �(γ) = �σ(γ) be the signed distance along γσ between the horocycles at either
end of γ (positive if the two horocycles do not intersect, and negative if they do).
The lambda length λ(γ) = λσ(γ) of γ is defined by

(3.1) λ(γ) = exp(�(γ)/2).

Given γ ∈ A(S,M) ∪B(S,M), one may view the lambda length

λ(γ) : σ 	→ λσ(γ)

as a function on the decorated Teichmüller space T̃ (S,M). Let n denote the number
of arcs in a triangulation of (S,M); recall that c denotes the number of marked
points on the boundary of S. Penner showed that if one fixes a triangulation T ,
then the lambda lengths of the arcs of T and the boundary segments can be used

to parameterize T̃ (S,M):

Theorem 3.9. For any triangulation T of (S,M), the map∏
γ∈T∪B(S,M)

λ(γ) : T̃ (S,M) → Rn+c
>0

is a homeomorphism.

Note that the first versions of Theorem 3.9 were due to Penner [39, Theorem
3.1], [40, Theorem 5.10], but the formulation above is from [12, Theorem 7.4].

The following “Ptolemy relation” is an indication that lambda lengths on deco-
rated Teichmüller space are part of a related cluster algebra.
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Proposition 3.10 ([39, Proposition 2.6(a)]). Let α, β, γ, δ ∈ A(S,M)∪B(S,M) be
arcs or boundary segments (not necessarily distinct) that cut out a quadrilateral in
S; we assume that the sides of the quadrilateral, listed in cyclic order, are α, β, γ, δ.
Let η and θ be the two diagonals of this quadrilateral. Then the corresponding
lambda lengths satisfy the Ptolemy relation

λ(η)λ(θ) = λ(α)λ(γ) + λ(β)λ(δ).

3.3. The cluster algebra associated to a surface. To make precise the con-
nection between decorated Teichmüller space and cluster algebras, let us fix a tri-
angulation T of (S,M), and explain how to associate an exchange matrix BT to
T [8, 10, 11, 20]. For simplicity we assume that T has no self-folded triangles. It
is not hard to see that all of the bordered surfaces we are considering admit a
triangulation without self-folded triangles.

Definition 3.11 (Exchange matrices associated to a triangulation). Let T be a
triangulation of (S,M). Let τ1, τ2, . . . , τn be the n arcs of T , and τn+1, . . . , τn+c be
the c boundary segments of (S,M). We define

bij =#{triangles with sides τi and τj , with τj following τi in clockwise order}
−#{triangles with sides τi and τj , with τj following τi in counterclockwise order}.

Then we define the exchange matrix BT = (bij)1≤i≤n,1≤j≤n and the extended

exchange matrix B̃T = (bij)1≤i≤n+c,1≤j≤n.

In Figure 7 there is a triangle with sides α, β, and η, and our convention is that
β follows α in clockwise order. Note that in order to speak about clockwise order,
one must be working with an oriented surface. That is why Definition 3.1 requires
S to be oriented.

We leave the following as an exercise for the reader; alternatively, see [11].

Exercise 3.12. Extend Definition 3.11 to the case that T has self-folded triangles,
so that the exchange matrices transform compatibly with mutation.

Remark 3.13. Note that each entry bij of the exchange matrix (or extended ex-
changed matrix) is either 0,±1, or ±2, since every arc τ is in at most two triangles.

Exercise 3.14. Note that BT is skew symmetric, and hence can be viewed as the
signed adjacency matrix associated to a quiver. Verify that this quiver generalizes
the quiver Q(T ) from Definition 2.12 associated to a triangulation of a polygon.

The following result is proved by interpreting cluster variables as lambda lengths
of arcs, and using the fact that lambda lengths satisfy Ptolemy relations. It also
uses the fact that any two triangulations of (S,M) can be connected by a sequence
of flips.

Theorem 3.15. Let (S,M) be a bordered surface, and let T = (τ1, . . . , τn) be a
triangulation of (S,M). Let xT = (xτ1 , . . . , xτn), and let A = A(xT , BT ) be the
corresponding cluster algebra. Then we have the following:

• Each arc γ ∈ A(S,M) gives rise to a cluster variable xγ ;
• Each triangulation T of (S,M) gives rise to a seed ΣT = (xT , BT ) of A;
• If T ′ is obtained from T by flipping at τk, then BT ′ = μk(BT ).

It follows that the cluster algebra A does not depend on the triangulation T , but
only on (S,M). Therefore, we refer to this cluster algebra as A(S,M).
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Remark 3.16. Theorem 3.15 gives an inclusion of arcs into the set of cluster variables
of A(S,M). This inclusion is a bijection if and only if (S,M) has no punctures.
In [11], Fomin, Shapiro, and Thurston introduced tagged arcs and tagged triangu-
lations, which generalize arcs and triangulations and which are in bijection with
cluster variables and clusters of A(S,M); see [11, Theorem 7.11]. To each tagged
triangulation one may associate an exchange matrix, which as before has all entries
equal to 0, ±1, or ±2.

Combining Theorem 3.15 with Theorem 3.9 and Proposition 3.10, we may iden-
tify the cluster variable xγ with the corresponding lambda length λ(γ), and there-

fore view such elements of the cluster algebra A as functions on T̃ (S,M). In par-
ticular, when one performs a flip in a triangulation, the lambda lengths associated
to the arcs transform according to cluster dynamics.

It is natural to consider whether there is a nice system of coordinates on Te-
ichmüller space T (S,M) itself (as opposed to its decorated version). Indeed, if one
fixes a point of T (S,M) and a triangulation T of (S,M), one may represent T by
geodesics and lift it to an ideal triangulation of the upper half-plane. Note that
every arc of the triangulation is the diagonal of a unique quadrilateral. The four
points of this quadrilateral have a unique invariant under the action of PSL2(R),
the cross-ratio. One may compute the cross-ratio by sending three of the four points
to 0, −1, and ∞. Then the position x of the fourth point is the cross-ratio. The col-
lection of cross-ratios associated to the arcs in T comprise a system of coordinates
on T (S,M). And when one performs a flip in the triangulation, the coordinates
transform according to coefficient dynamics ; see [9, Section 4.1].

3.4. Spaces of laminations and their coordinates. Several compactifications
of Teichmüller space have been introduced. The most widely used compactification
is due to Thurston [45,46]; the points at infinity of this compactification correspond
to projective measured laminations.

Informally, a measured lamination on (S,M) is a finite collection of non-self-
intersecting and pairwise nonintersecting weighted curves in S \M , considered up
to homotopy, and modulo a certain equivalence relation. It is not hard to see why
such a lamination Lmight correspond to a limit point of Teichmüller space T (S,M):
given L, one may construct a family of metrics on the surface “converging to L”,
by cutting at each curve in L and inserting a “long neck”. As the necks get longer
and longer, the length of an arbitrary curve in the corresponding metric becomes
dominated by the number of times that curve crosses L. Therefore L represents
the limit of this family of metrics.

Interestingly, two versions of the space of laminations on (S,M)—the space of
rational bounded measured laminations and the space of rational unbounded mea-
sured laminations—are closely connected to cluster theory. In both cases, one may
fix a triangulation T and then use appropriate coordinates to get a parameteriza-
tion of the space. The appropriate coordinates for the space of rational bounded
measured laminations are intersection numbers. Let T ′ be a triangulation obtained
from T by performing a flip. It turns out that when one replaces T by T ′, the
rule for how intersection numbers change is given by a tropical version of cluster
dynamics. On the other hand, the appropriate coordinates for the space of ratio-
nal unbounded measured laminations are shear coordinates. When one replaces T
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Table 1. Teichmüller and lamination spaces.

Space Coordinates Coordinate transformations

Decorated Teichmüller space Lambda lengths Cluster dynamics

Teichmüller space Cross-ratios Coefficient dynamics

Bounded measured laminations Intersection numbers Tropical cluster dynamics

Unbounded measured laminations Shear coordinates Tropical coefficient dynamics

by T ′, the rule for how shear coordinates change is given by a tropical version of
coefficient dynamics. See [9] for more details.

In Table 1, we summarize the properties of the two versions of Teichmüller space,
and the two versions of the space of laminations, together with their coordinates.

3.5. Applications of Teichmüller theory to cluster theory. The connection
between Teichmüller theory and cluster algebras has useful applications to cluster
algebras, some of which we discuss below.

As mentioned in Remark 3.16, the combinatorics of (tagged) arcs and (tagged)
triangulations gives a concrete way to index cluster variables and clusters in a clus-
ter algebra from a surface. Additionally, the combinatorics of unbounded measured
laminations gives a concrete way to encode the coefficient variables for a cluster
algebra, whose coefficient system is of geometric type [12]. Recall from Section 2.1
or Exercise 2.26 that the coefficient system is determined by the bottom m−n rows

of the initial extended exchange matrix B̃. However, after one has mutated away
from the initial cluster, one would like an explicit way to read off the resulting coef-
ficient variables (short of performing the corresponding sequence of mutations). In
[12], the authors demonstrated that one may encode the initial extended exchange
matrix by a triangulation together with a lamination, and that one may compute
the coefficient variables (even after mutating away from the initial cluster) by using
shear coordinates.

Note that for a general cluster algebra, there is no explicit way to index cluster
variables or clusters, or to encode the coefficients. A cluster variable is simply a
rational function of the initial cluster variables that is obtained after some arbitrary
and arbitrarily long sequence of mutations. Having a concrete index set for the
cluster variables and clusters, as in [11, Theorem 7.11], is a powerful tool. Indeed,
this was a key ingredient in [37], which proved the positivity conjecture for all
cluster algebras from surfaces.

The connection between Teichmüller theory and cluster algebras from surfaces
has also led to important structural results for such cluster algebras. We say that a
cluster algebra has polynomial growth if the number of distinct seeds which can be
obtained from a fixed initial seed by at most n mutations is bounded from above by
a polynomial function of n. A cluster algebra has exponential growth if the number
of such seeds is bounded from below by an exponentially growing function of n.
In [11], Fomin, Shapiro, and Thurston classified the cluster algebras from surfaces
according to their growth: there are six infinite families which have polynomial
growth and all others have exponential growth.

Another structural result relates to the classification of mutation-finite cluster
algebras. We say that a matrix B (and the corresponding cluster algebra) is muta-
tion finite (or is of finite-mutation type) if its mutation-equivalence class is finite,
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i.e., only finitely many matrices can be obtained from B by repeated matrix muta-
tions. Felikson, Shapiro, and Tumarkin gave a classification of all skew-symmetric
mutation-finite cluster algebras in [7]. They showed that these cluster algebras are
the union of the following classes of cluster algebras:

• rank-2 cluster algebras;
• cluster algebras from surfaces;
• one of eleven exceptional types.

Note that the above classification may be extended to all mutation-finite cluster
algebras (not necessarily skew symmetric), using cluster algebras from orbifolds [6].

Exercise 3.17. Show that any cluster algebra from a surface is mutation finite.
Hint : Use Remark 3.16.

4. Cluster algebras and the

Zamolodchikov periodicity conjecture

The thermodynamic Bethe ansatz is a tool for understanding certain conformal
field theories. In a paper from 1991 [48], the physicist Al. B. Zamolodchikov studied
the thermodynamic Bethe ansatz equations for ADE-related diagonal scattering
theories. He showed that if one has a solution to these equations, it should also
be a solution of a set of functional relations called a Y -system. Furthermore, he
remarked that based on numerical tests, the solutions to the Y -system appeared to
be periodic. This phenomenon is called the Zamolodchikov periodicity conjecture,
and it has important consequences for the corresponding field theory. Although this
conjecture arose in mathematical physics, we will see that it can be reformulated
and proved using the framework of cluster algebras.

Note that Zamolodchikov initially stated his conjecture for the Y -system of a
simply laced Dynkin diagram. The notion of Y -system and the periodicity conjec-
ture were subsequently generalized by Ravanini, Valleriani, and Tateo [42], Kuniba
and Nakanishi [32], Kuniba, Nakanishi, and Suzuki [33], Fomin and Zelevinsky [15],
etc. We will first present the Zamolodchikov periodicity conjecture for Dynkin di-
agrams Δ (not necessarily simply laced), and then present its extension to pairs
(Δ,Δ′) of Dynkin diagrams. Note that the latter conjecture reduces to the former
in the case that Δ′ = A1. The conjecture was proved for (An, A1) by Frenkel and
Szenes [17] and Gliozzi and Tateo [21]; for (Δ, A1) (where Δ is an arbitrary Dynkin
diagram) by Fomin and Zelevinsky [15]; and for (An, Am) by Volkov [47] and in-
dependently by Szenes [44]. Finally in 2008, Keller proved the conjecture in the
general case [29, 30], using cluster algebras and their additive categorification via
triangulated categories. Another proof was subsequently given by Inoue, Iyama,
Keller, Kuniba, and Nakanishi [25, 26].

In Sections 4.1 and 4.2 we will state the periodicity conjecture for Dynkin dia-
grams and pairs of Dynkin diagrams, respectively, and explain how the conjectures
may be formulated in terms of cluster algebras. In Section 4.3 we will discuss how
techniques from the theory of cluster algebras were used to prove the conjectures.

4.1. Zamolodchikov’s periodicity conjecture for Dynkin diagrams. Let Δ
be a Dynkin diagram with vertex set I. Let A denote the incidence matrix of Δ;
i.e., if C is the Cartan matrix of Δ and J is the identity matrix of the same size,
then A = 2J − C. Let h denote the Coxeter number of Δ; see Table 2.
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Table 2. Coxeter numbers.

Δ An Bn Cn Dn E6 E7 E8 F4 G2

h n+ 1 2n 2n 2n− 2 12 18 30 12 6

Theorem 4.1 (Zamolodchikov periodicity conjecture). Consider the recurrence re-
lation

(4.1) Yi(t+ 1)Yi(t− 1) =
∏
j∈I

(Yj(t) + 1)aij , t ∈ Z.

All solutions to this system are periodic in t with period dividing 2(h + 2); i.e.,
Yi(t+ 2(h+ 2)) = Yi(t) for all i and t.

The system of equations in (4.1) is called a Y -system.
Note that any Dynkin diagram is a tree, and hence its set I of vertices is the

disjoint union of two sets I+ and I− such that there is no edge between any two
vertices of I+ nor between any two vertices of I−. Define ε(i) to be 1 or −1 based
on whether i ∈ I+ or i ∈ I−. Let Q(u) be the field of rational functions in the
variables ui for i ∈ I. For ε = ±1, define an automorphism τε by setting

τε(ui) =

{
ui

∏
j∈I(uj + 1)aij if ε(i) = ε,

u−1
i otherwise.

One may reformulate the Zamolodchikov periodicity conjecture in terms of τε,
as we will see in Lemma 4.4. First note that the variables Yi(k) on the left-hand
side of (4.1) have a fixed parity ε(i)(−1)k. Therefore, the Y -system decomposes
into two independent systems, an even one and an odd one, and it suffices to prove
periodicity for one of them. Without loss of generality, we may therefore assume
that

Yi(k + 1) = Yi(k)
−1 whenever ε(i) = (−1)k.

If we combine this assumption with (4.1), we obtain

(4.2) Yi(k + 1) =

{
Yi(k)

∏
j∈I(Yj(k) + 1)aij if ε(i) = (−1)k+1,

Yi(k)
−1 if ε(i) = (−1)k.

Example 4.2. Let Δ be the Dynkin diagram of type A2, on nodes 1 and 2, where
I− = {1} and I+ = {2}. The incidence matrix of the Dynkin diagram is

A =

(
0 1
1 0

)
.

If we set Y1(0) = u1, Y2(0) = u2, then the recurrence for Yi(k) in (4.2) yields:

Y1(0) = u1 , Y2(0) = u2;

Y1(1) = u−1
1 , Y2(1) = u2(1 + u1);

Y1(2) =
1 + u2 + u1u2

u1
, Y2(2) =

1

u2(1 + u1)
;

Y1(3) =
u1

1 + u2 + u1u2
, Y2(3) =

1 + u2

u1u2
;

Y1(4) = u−1
2 , Y2(4) =

u1u2

1 + u2
;

Y1(5) = u2 , Y2(5) = u1.
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By symmetry, it is clear that Y1(10) = u1 and Y2(10) = u2, and this system has
period 10 = 2(3 + 2), as predicted by Theorem 4.1.

The following lemma follows easily from induction and the definition of τε.

Lemma 4.3. Set Yi(0) = ui for i ∈ I. Then for all k ∈ Z≥0 and i ∈ I, we have
Yi(k) = (τ−τ+ · · · τ±)(ui), where the number of factors τ+ and τ− equals k.

Let us define an automorphism of Q(u) by

(4.3) φ = τ−τ+.

Then we have the following:

Lemma 4.4. The Y -system from (4.1) is periodic with period dividing 2(h+ 2) if
and only if φ has finite order dividing h+ 2.

To connect the Zamolodchikov periodicity conjecture to cluster algebras, let us
revisit the notion of Y -seed mutation from Definition 2.23. We will assume that B
is skew symmetric, and hence can be encoded by a finite quiver Q without loops or
2-cycles. Let (P,⊕, ·) be Q with the usual operations of addition and multiplication.
Then μk(y, Q) = (y′, Q′), where

y′j =

⎧⎪⎨⎪⎩
y−1
k if j = k,

yj(1 + yk)
m if there are m ≥ 0 arrows j → k,

yj(1 + y−1
k )−m if there are m ≥ 0 arrows k → j.

Comparing the formula for Y -seed mutation with the definition of the automor-
phisms τε suggests a connection, which we make precise in Exercise 4.6. First we
will define a restricted Y -pattern.

Definition 4.5 (Restricted Y -pattern). Let (P,⊕, ·) be Q with the usual operations
of addition and multiplication. LetQ denote a finite quiver without loops or 2-cycles
with vertex set {1, . . . , n}, let y = (y1, . . . , yn), and let (y, Q) be the corresponding
Y -seed. Let v be a sequence of vertices v1, . . . , vN of Q, with the property that the
composed mutation

μv = μvN · · ·μv2μv1

transforms Q into itself. Then clearly the same holds for the same sequence in
reverse μ−1

v . We define the restricted Y -pattern associated with Q and μv to be the
sequence of Y -seeds obtained from the initial Y -seed (y, Q) be applying all integer
powers of μv.

Exercise 4.6. Let Δ be a simply laced Dynkin diagram with n vertices, and vertex
set I = I+ ∪ I− as above. Let Q denote the unique “bipartite” orientation of Δ
such that each vertex in I+ is a source and each vertex in I− is a sink.

(1) Then the composed mutation μ+ =
∏

i∈I−
μi is well defined, in other words,

any sequence of mutations on the vertices in I− yields the same result.
Similarly μ− =

∏
i∈I+

μi is well defined.

(2) The composed mutation μ−μ+ transforms Q into itself. Similarly for μ+μ−.
(3) The automorphism τ−τ+ has finite order m if and only if the restricted

Y -pattern associated with Q and μ−μ+ is periodic with period m.
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Figure 8. Y -seeds and Y -seed mutations in type A2.

Combining Exercise 4.6 with Lemma 4.3, we see that the Zamolodchikov period-
icity conjecture is equivalent to verifying the periodicity of the restricted Y -pattern
from Exercise 4.6(3). See Figure 8 for an example of Y -seed mutation on the Dynkin
diagram of type A2. Compare the labeled Y -seeds here with Example 4.2.

4.2. The periodicity conjecture for pairs of Dynkin diagrams. In this sec-
tion we let Δ and Δ′ be Dynkin diagrams with vertex sets I and I ′ and incidence
matrices A and A′.

Theorem 4.7 (The periodicity conjecture for pairs of Dynkin diagrams). Consider
the recurrence relation

(4.4) Yi,i′(t+ 1)Yi,i′(t− 1) =

∏
j∈I(Yj,i′(t) + 1)aij∏

j′∈I′(Yi,j′(t)−1 + 1)
a′
i′,j′

, t ∈ Z.

All solutions to this system are periodic in t with period dividing 2(h+ h′).

Note that if Δ′ is of type A1, then Theorem 4.7 reduces to Theorem 4.1.
Just as we saw for Theorem 4.1, it is possible to reformulate Theorem 4.7 in

terms of certain automorphisms. Write I = I+∪I− and I ′ = I ′+∪I ′− as before. For
a vertex (i, i′) of the product I × I ′, define ε(i, i′) to be 1 or −1 based on whether
(i, i′) lies in (I+× I ′+)∪ (I−× I ′−) or not. Let Q(u) be the field of rational functions
in the variables uii′ for i ∈ I and i′ ∈ I ′, and define an automorphism of Q(u) by

(4.5) φ = τ−τ+, where

τε(uii′) =

{
uii′

∏
j∈I(uji′ + 1)aij

∏
j′∈I′(u

−1
ij′ + 1)−a′

i′j′ if ε(i, i′) = ε,

u−1
ii′ otherwise.

As before, we may assume that Yi,i′(k+1) = Yi,i′(k)
−1 whenever ε(i, i′) = (−1)k.

One may then reformulate the periodicity conjecture as follows:

Lemma 4.8. The periodicity conjecture for pairs of Dynkin diagrams holds if and
only if φ has finite order dividing h+ h′.

Now let us explain how to relate the periodicity conjecture for pairs of Dynkin
diagrams to cluster algebras (more specifically, restricted Y -patterns). We first
need to define some operations on quivers.

Let Q and Q′ be two finite quivers on vertex sets I and I ′ which are bipartite;
i.e., each vertex is a source or a sink. The tensor product Q ⊗ Q′ is the quiver on
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Figure 9. The quiver �A4� �D5.

vertex set I × I ′, where the number of arrows from a vertex (i, i′) to a vertex (j, j′)

(1) is zero if i �= j and i′ �= j′;
(2) equals the number of arrows from j to j′ if i = i′;
(3) equals the number of arrows from i to i′ if j = j′.

The square product Q�Q′ is the quiver obtained from Q⊗Q′ by reversing all arrows
in the full subquivers of the form {i}×Q′ and Q×{i′}, where i is a sink of Q and i′

a source of Q′. See Figure 9 for an example of the square product of the following
quivers.

Exercise 4.9. Let Δ and Δ′ be simply laced Dynkin diagrams with vertex sets
I and I ′. We write I = I+ ∪ I− and I ′ = I ′+ ∪ I ′− as usual, and choose the
corresponding bipartite orientations Q and Q′ of Δ and Δ′ so that each vertex in
I+ or I ′+ is a source and each vertex in I− or I ′− is a sink.

(1) Given two elements σ, σ′ of {+,−}, the following composed mutation

μσ,σ′ =
∏

i∈Iσ , i′∈I′
σ′

μ(i,i′)

of Q�Q′ is well defined; that is, the order in the product does not matter.
(2) The composition μ� = μ−,− μ+,+ μ−,+ μ+,− transforms Q into itself.
(3) The automorphism φ has finite order m if and only if the restricted Y -seed

associated with Q�Q′ and μ� is periodic with period m.

Combining Exercise 4.9 with Lemma 4.8, we have the following:

Lemma 4.10. The periodicity conjecture holds for Δ and Δ′ if and only if the
restricted Y -seed associated with Q�Q′ and μ� is periodic with period dividing
h+ h′.
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4.3. On the proofs of the periodicity conjecture. In this section we discuss
how techniques from the theory of cluster algebras were used to prove Theorems
4.1 and 4.7.

First note that the proofs of Theorem 4.1 and Theorem 4.7 can be reduced to the
case that the Dynkin diagrams are simply laced, using standard folding arguments.
Second, as illustrated in Exercises 4.6 and 4.9, the periodicity conjecture for simply
laced Dynkin diagrams may be reformulated in terms of cluster algebras. Specifi-
cally, the conjecture is equivalent to verifying the periodicity of certain restricted
Y -patterns.

Fomin and Zelevinsky’s proof of Theorem 4.1 used ideas which are now funda-
mental to the structure theory of finite type cluster algebras, including a bijection
between cluster variables and “almost-positive” roots of the corresponding root
system. They showed that this bijection, together with a tropical version of The-
orem 4.1, implies Theorem 4.1. Moreover, they gave an explicit solution to each
Y -system, in terms of certain Fibonacci polynomials. The Fibonacci polynomials
are (up to a twist) special cases of F-polynomials, which in turn are important ob-
jects in cluster algebras, and control the dynamics of both cluster and coefficient
variables [16]. Note however that the Fomin and Zelevinsky proof does not apply
to Theorem 4.7, because the cluster algebras associated with products Q�Q′ are
not in general of finite type.

Keller’s proof of Theorem 4.7 used the additive categorification (via triangulated
categories) of cluster algebras. To give some background on categorification, in
2003, Marsh, Reineke, and Zelevinsky [35] discovered that when Δ is a simply
laced Dynkin diagram, there is a close resemblance between the combinatorics of the
cluster variables and those of the tilting modules in the category of representations
of the quiver; this initiated the theory of additive categorification of cluster algebras.
In this theory, one seeks to construct module or triangulated categories associated to
quivers so as to obtain a correspondence between rigid objects of the categories and
the cluster monomials in the cluster algebras. The required correspondence sends
direct sum decompositions of rigid objects to factorizations of the associated cluster
monomials. One may then hope to use the rich structure of these categories to prove
results on cluster algebras which seem beyond the scope of purely combinatorial
methods.

Recall from Section 4.2 that the periodicity conjecture for pairs of Dynkin dia-
grams is equivalent to the periodicity of the automorphism φ from (4.5), which in
turn is equivalent to the periodicity of a restricted Y -pattern associated to Q�Q′.
Keller’s central construction from [30] was a triangulated 2-Calabi–Yau category
C with a cluster-tilting object T , whose endoquiver (quiver of its endomorphism
algebra) is closely related to Q�Q′; the category C is a generalized cluster category
in the sense of Amiot [1]. Since C is 2-Calabi–Yau, results of Iyama and Yoshino
[27] imply that there is a well-defined mutation operation for the cluster-tilting
objects. Keller defined the Zamolodchikov transformation Za : C → C, which one
may think of as a categorification of the automorphism φ, and he proved that Za
is periodic of period h+ h′. By “decategorification”, it follows that φ is periodic of
period h+ h′, and hence the periodicity conjecture for pairs of Dynkin diagrams is
true.

The Inoue–Iyama–Keller–Kuniba–Nakanishi proof of Theorem 4.7 also used cat-
egorification, in particular the work of Plamondon [41]. Moreover, just as in the
case of the Fomin–Zelevinsky proof of Theorem 4.7, one crucial ingredient in their
proof was a “tropical” version of Theorem 4.7.
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